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Abstract

Understanding the mechanisms that control tissue morphogenesis and homeostasis is a central goal not only in developmental biology but also has great relevance for our understanding of various diseases, including cancer. A model organism that is widely used to study the control of tissue morphogenesis and proportioning is the *Dictyostelium discoideum*. While there are mathematical models describing the role of chemotactic cell motility in the *Dictyostelium* assembly and morphogenesis of multicellular tissues, as well as models addressing possible mechanisms of proportion regulation, there are no models incorporating both these key aspects of development. In this paper, we introduce a 1D hyperbolic model to investigate the role of two morphogens, DIF and cAMP, on cell movement, cell sorting, cell-type differentiation and proportioning in *Dictyostelium discoideum*. First, we use the non-spatial version of the model to study cell-type transdifferentiation. We perform a steady-state analysis of it and show that, depending on the shape of the differentiation rate functions, multiple steady-state solutions may occur. Then we incorporate spatial dynamics into the model, and investigate the transdifferentiation and spatial positioning of cells inside the newly formed structures, following the removal of prestalk or prespore regions of a *Dictyostelium* slug. We show that in isolated prespore fragments, a tipped mound-like aggregate can be formed after a transdifferentiation from pres-
pore to prestalk cells and following the sorting of prestalk cells to the centre of the aggregate. For isolated prestalk fragments, we show the formation of a slug-like structure containing the usual anterior-posterior pattern of prestalk and prespore cells.
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1. **Introduction**

A major goal in developmental studies is to understand the relationship between cell movement and cell differentiation. The genetically tractable social amoebae *Dictyostelium discoideum* is one of the simplest model organisms suited to study this problem [1, 2, 3, 4]. In the development of *Dictyostelium*, a multicellular mound is formed by the aggregation of a large number of amoebae which have ceased to feed [5, 7, 8]. Upon mound formation, cells start to differentiate and form a salt-and-pepper (random) distribution of prespore (PSP) and prestalk (PST) cells inside the mound (see Fig. 1(a)). Then, a subpopulation of PST cells sort out to form the tip, and the mound elongates to become a cylindrical finger that falls onto the substratum and forms the migrating slug. After the slug migrates for a period of time, it rises into the air and forms a fruiting body consisting of stalk and spore cells. Under favourable conditions the spores can germinate to release amoebae again. In regard to the structure of the migrating slugs, it is known that the PST cells occupy approximately the anterior 20% of the slug, while the rear part of the slug contains PSP cells intermingled with a type of PST cells known as anterior-like cells (ALC) (See Fig. 1 (b)) [9, 10]. This distribution of cell types is relatively constant for slugs of different sizes [11]. Moreover, a few studies show that when a slug is cut into two pieces, separating the prestalk and prespore zones, both pieces can partially or fully restore a normally-patterned slug with correct cell proportioning by inducing cell-type conversion and cell sorting [12, 13]. However, there are also few experimental reports suggesting that proportions are not exactly restored in slugs after one cell type is removed [9]. While the signalling pathways involved in all these individual aspects of *Dictyostelium* aggregations (i.e., differentiation, proportioning, migration and sorting) have been studied intensively over the past years, it is still not very clear how they interact with each other to control in a unitary manner these aggregations.
The purpose of this work is to present and analyse a mathematical model that can qualitatively reproduce the phenomena of cell movement, cell sorting and proportion regulation occurring in slug amputation experiments.
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**Figure 1:** (a) Simplified description of cell distribution inside the mound. (b) Simplified description of cell distribution and proportioning in the slug. PSP=prespore cells; ALC=anterior-like cells (a prestalk-type cell population); PST-A, PST-B, PST-O=prestalk cell types. The tip of the slug (i.e., prestalk domain) has two main regions: an anterior region formed of PST-A cells and a posterior region formed of PST-O cells. A third type of PST cell, namely PST-B, can be found at the core of the tip.

Over the last two decades, mathematical models (of continuous and discrete type, or a combination of the two) have been derived to analyse various aspects of *Dictyostelium discoideum* morphogenesis [14, 15, 16, 17, 18, 19, 20, 21, 22]. For example, it has been shown that the aggregation of single cells is driven mainly by chemotaxis to cyclic adenosine-3',5'-monophosphate (cAMP) [14, 15, 16]. Other studies on mound formation and slug motion emphasised also the importance of mechanical interactions between cells [16, 17, 18, 19, 20, 21, 22]. Models aimed to describe the process of culmination in *Dictyostelium discoideum* showed that cAMP signalling and mechanical interactions, combined with cell differentiation, are sufficient to produce the cell movements which lead to the formation of the fruiting body [23]. There are also a few studies who consider the role of feedback signalling mechanisms on cell proportioning inside stationary *Dictyostelium* aggrega-
tions [24, 25, 26, 27]. However, none of these studies investigate in an unitary manner the role of various signalling mechanisms on cell-type proportioning, cell sorting, cell migration and cell aggregation.

The main goal of this study is to investigate the interplay between two signalling factors, cAMP and the so-called differentiation-induced factor (DIF), on the following aspects of stationary and moving *Dictyostelium* aggregations: (i) cell differentiation and proportioning; (ii) spatial sorting of prespore and prestalk cells inside these aggregations. To this end, we introduce two mathematical models: a *non-spatial model* that is used to investigate the signalling mechanisms that control cell-type proportioning, and a *non-local spatial model* that is used to investigate the role of these signalling mechanisms on cell movement and cell spatial sorting inside aggregations. In particular, we use these models to reproduce the regeneration and cell-sorting phenomena that occur after the removal of different parts of *Dictyostelium* slugs [9, 10, 12, 13].

The article is structured as follows. In Section 2, we introduce the biological mechanism for cell-type proportioning of *Dictyostelium* cells. In Section 3, we introduce a non-spatial mathematical model that incorporates this biological mechanism. We also present here an analysis of the steady states of the model. In Section 4 we generalise the non-spatial model to include also spatial interactions between cells (via nonlocal mechanical forces and chemical signalling). The problem of pattern formation through cell sorting is analysed. Summary and discussions of the results are presented in Section 5.

2. Signalling mechanisms involved in cell-type differentiation and cell proportioning

Experimental studies have shown that the differentiation of *Dictyostelium* cells into prestalk and prespore cells and the regulation of proportions between these two types of cells is controlled by two main morphogens: cAMP and DIF [3, 4]. In particular, it has been shown that:

- DIF is predominantly made by prespore cells and degraded by prestalk cells [4, 28];
- DIF signalling induces differentiation of prestalk cells and blocks prespore differentiation by inhibiting cAMP signalling [4, 28, 29, 30];
Figure 2: Schematic representation of the cAMP and DIF signalling pathways behind cell differentiation (PST→PSP and PSP→PST) and cell proportioning. These mechanisms, which have been proposed in [1, 3], are modelled in Section 3.

- cAMP is predominantly made by prestalk cells and anterior-like cells and degraded by prespore cells [31, 32, 33];
- cAMP signalling induces prespore cell differentiation and blocks pre-stalk cell differentiation by inhibiting DIF signalling [31, 32, 33].

These biological assumptions are summarised schematically in Figure 2. In the following section, we present a mathematical model for cell differentiation and cell proportioning, which incorporates these mechanisms.

3. Non-spatial model

Throughout this section, we ignore the spatial movement of cells and spatial distribution of chemicals, and introduce a non-spatial mathematical model that describes the mechanism presented in Figure 2 [? ? ]. We then use this model to analyse several aspects of cell-type conversion and proportioning inside intact slugs (where the PST:PSP cell proportions are ≈20:80) and inside slugs formed of various proportions of PST and PSP cells (i.e., with PST:PSP proportions ranging from 0:100 to 100:0).

Let us denote the total number of PSP and PST cells inside the aggregate by $U_P$ and $U_T$, respectively. We also denote the concentration of cAMP by $v_c$ and the concentration of DIF by $v_D$ (see also Table B.1). The non-spatial
equations describing the mechanism presented in Figure 2 are:

\[
\frac{dU_P}{dt} = -k_1 g_1(v_D) f_2(v_c) U_P + k_2 g_2(v_D) f_1(v_c) U_T, \quad (1a)
\]

\[
\frac{dU_T}{dt} = k_1 g_1(v_D) f_2(v_c) U_P - k_2 g_2(v_D) f_1(v_c) U_T, \quad (1b)
\]

\[
\frac{dv_D}{dt} = p_1 U_P - d_1 v_D U_T, \quad (1c)
\]

\[
\frac{dv_c}{dt} = p_2 U_T - d_2 v_c U_P. \quad (1d)
\]

Here \( k_1 \) and \( k_2 \) describe the transition rates for the PSP \( \rightarrow \) PST and PST \( \rightarrow \) PSP differentiation, respectively. Functions \( f_1, g_1 \) and \( f_2, g_2 \) describe the positive and negative feedback effects of cAMP and DIF on these transitions. Since experimental studies suggested a cAMP and DIF concentration-dependent induction of prestalk and prespore markers [28, 30, 32], we choose Hill-type forms for these transition functions (for examples of other types of transition functions see Remarks 1 and 2):

\[
g_1(v_D) = \frac{v_D^{n_d}}{a_0^{n_d} + v_D^{n_d}}, \quad f_2(v_c) = \frac{b_1^{n_c}}{b_1^{n_c} + v_c^{n_c}}, \quad (2a)
\]

\[
g_2(v_D) = \frac{b_0^{n_d}}{b_0^{n_d} + v_D^{n_d}}, \quad f_1(v_c) = \frac{v_c^{n_c}}{a_1^{n_c} + v_c^{n_c}}. \quad (2b)
\]

Here, \( b_0 \) and \( a_1 \) denote the half-maximum concentrations for DIF and cAMP that control the transition PST \( \rightarrow \) PSP. Similarly, \( a_0 \) and \( b_1 \) denote the half-maximum concentrations for DIF and cAMP controlling the transition PSP \( \rightarrow \) PST. Functions \( g_1(v_D) \) and \( f_1(v_c) \) are increasing saturation functions of signalling chemicals, implying that \( v_D \) and \( v_c \) promote PSP \( \rightarrow \) PST and PST \( \rightarrow \) PSP conversions, respectively. Because these transitions can also be suppressed by these two signalling chemicals, \( g_2(v_c) \) and \( f_2(v_D) \) are decreasing functions of \( v_c \) and \( v_D \), respectively. The coefficients \( n_d \) and \( n_c \) that appear in (2) control the steepness of the functions: large exponents model very abrupt responses to the chemicals’ concentrations, while small exponents model smoother responses to these concentrations. We will come back to these saturation functions in Section 3.1, when we will discuss their role on preserving the correct PSP:PST proportions.

Finally, in Eqs. (1c) and (1d), \( p_1 \) and \( p_2 \) are the production rates of DIF and cAMP by the PSP and PST cells, respectively. Similarly, \( d_1 v_D \) and \( d_2 v_c \)
are the degradation rates of DIF and cAMP, in the presence of PST and PSP cells, respectively.

3.1. Steady states and the shape of saturation functions

![Saturation functions](image)

Figure 3: Examples of saturation functions in (2) for different values of the exponent coefficients: (a)-(a’) $n_d = n_c = 1$ and (b)-(b’) $n_d = 40$, $n_c = 80$. Left panels show saturation functions $g_1(v_D)$ and $g_2(v_D)$. Right panels show saturation functions $f_1(v_c)$ and $f_2(v_c)$. Half maxima concentrations for the saturation functions are $a_0 = 39$ nM, $b_0 = 10$ nM, $b_1 = 20$ nM, and $a_1 = 77$ nM.

There are a few experimental reports claiming that the final proportion of PST:PSP cells is not always exactly 20:80, but varies around this value. For example, in [9] it was showed that the ratio PST:PSP can be anywhere between 10:90 and 30:70. In the following, we investigate a possible phenomenological mechanism that could explain the existence of steady states with PST and PSP cells in various proportions. To this end, we focus on the exponents $n_c$ and $n_d$ that appear in equations (2). Varying these exponents
leads to changes in the steepness of functions $f_{1,2}$ and $g_{1,2}$, as shown in Figure 3. We note in panels (b) and (b’) that for very steep functions, there are certain ranges for the concentration of DIF ($v_D \in (12, 35)$) and cAMP ($v_c \in (22, 72)$) for which $f_{1,2}, g_{1,2} \approx 0$. Therefore, in this case, any $U_P$ and $U_T$ can be solutions for equations (1a)-(1b). The exact values of these solutions can be obtained from equations (1c)-(1d), where parameters can be chosen such that the ratio PSP:PST is between 10:90 and 30:70.

Figure 4: The steady state for the proportion $n_T$ of PST cells (see equation (??)) as a function of different model parameters: (a) $p_1/d_1$, (b) $p_2/d_2$, and (c) $k_1/k_2$. Here we show only the case $n_c = n_d = 1$. The parameters are: (a) $k_1 = 0.58$ h$^{-1}$, $k_2 = 0.26$ h$^{-1}$, $p_2 = 3.0$ nM h$^{-1}$, $d_2 = 0.017$ h$^{-1}$; (b) $p_1 = 0.115$ nM h$^{-1}$, $d_1 = 0.12$ h$^{-1}$, $k_1 = 0.58$ h$^{-1}$, $k_2 = 0.26$ h$^{-1}$; (c) $p_1 = 0.115$ nM h$^{-1}$, $d_1 = 0.12$ h$^{-1}$, $p_2 = 3.0$ nM h$^{-1}$, $d_2 = 0.017$ h$^{-1}$. The rest of parameters are: $a_0 = 39$ nM, $b_0 = 10$ nM, $b_1 = 20$ nM, $a_1 = 77$ nM.

Next, we investigate in more detail the number of the steady states of model (1), for small and large values of $n_c$ and $n_d$:

(I) For small $n_c$ and $n_d$ values, there are positive intersection points between functions $g_1$ and $g_2$, and between $f_1$ and $f_2$ (as for the case
$n_d = n_c = 1$ shown in Fig. 3(a),(a’). In this case, there is only one steady state solution $(U_P, U_T, v_D, v_c)$. Since some experimental papers present their results in terms of the proportion of prestalk cells in the *Dictyostelium* aggregations [9], we decided to calculate this steady state in terms of the final PST proportion:

$$n_T = \frac{U_T}{U_T + U_P}. \quad (3)$$

For simplicity, in the following we focus only on the case $n_d = n_c = 1$. Then, $n_T$ is the solution of

$$\frac{(1 - n_T)}{n_T} \left( \frac{b_1k_1p_1}{d_1} \right) \left( b_0 + p_1 \frac{(1 - n_T)}{n_T} \right) \left( a_1 \frac{(1 - n_T)}{n_T} + \frac{p_2}{d_2} \right) - \left( \frac{k_2b_0p_2}{d_2} \right) \left( b_1 + \frac{p_2}{d_2} \frac{n_T}{1 - n_T} \right) \left( a_0 \frac{n_T}{1 - n_T} + \frac{p_1}{d_1} \right) = 0. \quad (4)$$

A detailed derivation of this equation is presented in Appendix C. Because the total number of cells is conserved (see equations (1)), the steady state for the proportion of PSP cells is given by $n_P = 1 - n_T$. The steady states for $v_c$ and $v_D$ are given by

$$v_c = \frac{n_T p_2}{d_2(1 - n_T)}, \quad v_D = \frac{p_1(1 - n_T)}{n_T d_1}. \quad (5)$$

Since it is impossible to write down a closed-form equation for $n_T$, we plot in Fig. 4 this proportion as a function of various model parameters: (a) $n_T$ versus $p_1/d_1$, (b) $n_T$ versus $p_2/d_2$, and (c) $n_T$ versus $k_1/k_2$.

Finally, to check that the long-term dynamics of model (1) indeed approaches theses steady states, we fix the model parameters such that $n_T = 0.2$ in (4). We show in Fig. 5 that for different initial conditions $n_T(0)$, the solution trajectories of (1) do approach $n_T = 0.2$, as expected.

(II) For large $n_c$ and $n_d$ values, there are no positive intersection points between $g_1$ and $g_2$ or between $f_1$ and $f_2$ (see Fig. 3(b),(b’)), and in this case it is possible to have multiple steady state solutions $(U_P, U_T, v_D, v_c)$ for system (1). These solutions are related to the final equilibrium PST proportion as follows:

$$n_T = \frac{U_T}{U_T + U_P} = \frac{p_1}{p_1 + d_1 v_d} = \frac{d_2 v_c}{p_2 + d_2 v_c}. \quad (6)$$
Figure 5: The proportion of PST cells, $n_T$, as a function of time, for different initial conditions $n_T(0)$. Here we show only the case $n_c = n_d = 1$. The parameters are: $a_0 = 39$ nM, $b_0 = 10$ nM, $b_1 = 20$ nM, and $a_1 = 77$ nM, $k_1 = 0.58$ h$^{-1}$, $k_2 = 0.26$ h$^{-1}$, $p_1 = 0.115$ nM h$^{-1}$, $d_1 = 0.12$ h$^{-1}$, $p_2 = 3.0$ nM h$^{-1}$, $d_2 = 0.017$ h$^{-1}$. The initial conditions for chemical signals are: $v_c(0) = v_D(0) = 0$ nM. The total number of cells is $U_T + U_P = 1000$.

For simplicity, we focus on the case $n_c, n_d \to \infty$, which leads to step-like functions for $f_{1,2}$ and $g_{1,2}$. This allows us to approximate the half-maxima concentrations of cAMP and DIF as the the maximum and minimum values between which there is an infinite number of steady-state solutions (see also Fig. 3(b),(b'), with $b_0 = 10$, $a_0 = 39$, $b_1 = 20$, $a_1 = 77$):

$$b_0 < v_D < a_0, \quad b_1 < v_c < a_1.$$  

For these concentration values, the steady states $n_T$ satisfy $n_T^{\min} < n_T < n_T^{\max}$, with

$$n_T^{\min} = \frac{p_1}{p_1 + d_1 a_0}, \quad n_T^{\max} = \frac{p_1}{p_1 + d_1 b_0},$$

or

$$n_T^{\min} = \frac{d_2 b_1}{p_2 + d_2 b_1}, \quad n_T^{\max} = \frac{d_2 a_1}{p_2 + d_2 a_1},$$

as given by equations (1c) or (1d). After simple algebra, one obtains:

$$a_1 = \frac{n_T^{max}(1 - n_T^{\min})}{n_T^{\min}(1 - n_T^{\max})} b_1, \quad a_0 = \frac{n_T^{max}(1 - n_T^{\min})}{n_T^{\min}(1 - n_T^{\max})} b_0.$$
The parameters involved in these equations can be taken from experiments. For example, an experimental report in [9] showed that the proportion of prestalk cells in the slug can be anywhere between 10% and 30%, which gives us \( n_T^{\min} = 0.1 \) and \( n_T^{\max} = 0.3 \). Other studies suggest a less variation in the prestalk proportion [11, 12]. Using this
information, together with the experimentally-reported half-maxima concentrations for cAMP and DIF that inhibit cell differentiation (see [30]), we can calculate $a_0$ and $a_1$. 

In Fig. 6, we use relations (7)-(9) to construct the phase-plane diagrams showing the steady states $n_T$ versus $v_D$ or $v_c$. The red (i.e., gray on black/white prints) curves represent the set of all possible solutions $n_T$. Ràfols et al. [27] showed similar results in a model that incorporated unrealistic transdifferentiation rates (since the rates were not taking into account realistic saturation thresholds for cell transdifferentiation that were observed experimentally) and a negative feedback mechanism for cell-type proportioning mediated only by DIF.

As mentioned above, experimental studies have also shown that the removal of different parts of the slug (i.e., the whole prestalk region or the whole prespore region) leads to cell de-differentiation to either the initial PST:PSP ratio of 20:80, or to ratios of PST:PSP varying between 10:90 and 30:70. We investigate this aspect further in Fig. 7, where we graph the time-evolution of $n_T$ for different initial conditions corresponding to different cuts of the slug: $n_T(0) = 0$ means that the whole prestalk region of the slug is removed; $n_T(0) = 1$ means that the whole prespore region of the slug is removed; $n_T(0) = 0.2$ means that the slug is intact. Panels (a)-(a’) correspond to $n_{T_{\min}} = 0.1$ and $n_{T_{\max}} = 0.3$, while panels (b)-(b’) correspond to $n_{T_{\min}} = 0.18$ and $n_{T_{\max}} = 0.22$, for different values of $n_c$ and $n_d$. First, let us focus on panels (a)-(a’).

We notice in Fig. 7(a) that for large $n_c$ and $n_d$, the final $n_T$ proportions depend on the initial conditions: for $n_T(0) = 1$ then $n_T(\infty) \approx n_{T_{\max}}$; for $n_T(0) = 0$ then $n_T(\infty) \approx n_{T_{\min}}$; for $n_T(0) = 0.2$, then $n_T(\infty) = 0.2$. The reason for this behaviour is that once the solution $n_T$ enters the region $(n_{T_{\min}}, n_{T_{\max}})$, there is no more differentiation and $n_T$ does not change. If the solution starts inside this regions, as is the case for $n_T = 0.2$, because there is no differentiation, it will keep its initial value. As we decrease $n_c$ and $n_d$, we observe that the solution $n_T$ approaches $n_T(\infty) = 0.2$. To discuss the dynamics observed in panels (b)-(b’), we first need to specify that for this case, because $n_{T_{\min}} = 0.18$ and $n_{T_{\max}} = 0.22$, the half-maxima concentration values for $a_0$ and $a_1$ (as given by Eq. (9)) are slightly different from the values in Fig. 3 (see also caption for Fig. 6(b),(b’)). This leads to functions $f_{1,2}$ and $g_{1,2}$ that have positive intersection points (see Fig. A.14 in Appendix
A), which causes de-differentiation between the PSP and PST cells even after the solution curves entered the region $(n_T^{\text{min}}, n_T^{\text{max}})$. For this reason, in Fig. 7(b’), if we start within this region (i.e., $n_T(0) = 0.2$), the solution still changes in time.

Finally, because in [9] the authors observed that larger Dictostelium slugs are characterised by lower prestalk proportions, in Fig. 8 we investigate numerically the time-evolution of $n_T$, as we vary the total size of the slug: $U = U_T + U_P$. Here, we consider only the case $n_T^{\text{min}} = 0.1$. 

Figure 7: The proportion $n_T$ of PST cells, as a function of time, for different initial conditions $n_T(0)$. Panels (a),(a’): $n_T^{\text{max}} = 0.3$, $n_T^{\text{min}} = 0.1$ (dotted blue lines). In this case, the parameters are: $a_0 = 39 \text{ nM}$, $b_0 = 10 \text{ nM}$, $b_1 = 20 \text{ nM}$, $a_1 = 77 \text{ nM}$, $p_1 = 0.52 \text{ nM h}^{-1}$, $d_1 = 0.12 \text{ h}^{-1}$, $p_2 = 3.0 \text{ nM h}^{-1}$, $d_2 = 0.017 \text{ h}^{-1}$. Initial conditions for the chemical signals: $v_c(0) = 60 \text{ nM}$ and $v_D(0) = 30 \text{ nM}$. Panels (b), (b’): $n_T^{\text{max}} = 0.22$ and $n_T^{\text{min}} = 0.18$ (dotted blue lines). In this case, the parameters are: $a_0 = 13 \text{ nM}$, $b_0 = 10 \text{ nM}$, $b_1 = 20 \text{ nM}$, $a_1 = 26 \text{ nM}$, $p_1 = 0.34 \text{ nM h}^{-1}$, $d_1 = 0.12 \text{ h}^{-1}$, $p_2 = 1.6 \text{ nM h}^{-1}$ and $d_2 = 0.017 \text{ h}^{-1}$. Initial conditions for chemical signals are: $v_c(0) = 24 \text{ nM}$ and $v_D(0) = 12 \text{ nM}$. In all cases, $k_1 = 0.58 \text{ h}^{-1}$, $k_2 = 0.26 \text{ h}^{-1}$, and $U_T + U_P = 1000$. 

...
and $n_{T}^{\max} = 0.3$. The case $n_{T}^{\min} = 0.18$ and $n_{T}^{\max} = 0.22$ leads to similar results. Figs. 8(a),(b) are obtained with initial conditions $n_{T}(0) = 0$ (i.e., only PSP cells), while Figs. 8(a’),(b’) are obtained with initial conditions $n_{T}(0) = 1$ (i.e., only PST cells). Overall, the simulations show that for large $n_{c}$ and $n_{d}$ values, the final PST proportions depend on the history of the system and on the total cell density $U$. For example, if we start with $n_{T}(0) = 0$ (as in panel (a)), then the values of $n_{T}(\infty)$ decrease as we increase $U$. In contrast, if we start with $n_{T}(0) = 1$ (as in panel (a’)), then the values of $n_{T}(\infty)$ increase as we increase $U$. For small $n_{c}$ and $n_{d}$ (see panels (b),(b’)), the solution always converges to $n_{T}(\infty) = 0.2$ (for any initial conditions $n_{T}(0)$ and any population sizes $U$).

**Remark 1.** We emphasise here that, while very large values of $n_{c}$ and $n_{d}$ do not have a biological meaning, mathematically they lead to step-like functions that can describe phenomenologically the abrupt changes in dynamics observed experimentally [30]. Similar assumptions of step-like functions have been made in [25].

**Remark 2.** Throughout this article, we use Hill-type functions to describe the saturated effects of DIF and cAMP concentrations on the PSP$\leftrightarrow$PST transitions. This particular choice for the transition functions was based on experimental studies that calculated the half-maximum concentration of these two chemicals necessary to induce or inhibit cell differentiation [28, 30, 32]. However, other studies used different types of transition functions. For example, Ràfols et al. [27] ignored cAMP and used transition functions that depended only on DIF: $g_{1}(v_{D}) = v_{D} - u_{2}$ for $v_{D} > u_{2}$ and zero otherwise, and $g_{2}(v_{D}) = u_{1} - v_{D}$ for $v_{D} < u_{1}$ and zero otherwise. Parameters $u_{1}$ and $u_{2}$ are some threshold values for the concentration of DIF. Pate and Othmer [25] also ignored one of the two chemicals, and assumed unrealistic constant transition functions: $g_{1}(v) = s_{1}$, $g_{2}(v) = 0$ for $v > u^{*}$, and $g_{1}(v) = 0$, $g_{2}(v) = s_{2}$ for $v < u^{*}$. Here $s_{1}$ and $s_{2}$ are the transdifferentiation rates, and $u^{*}$ is the threshold value for the chemical $v$ that induces the transdifferentiation.
Figure 8: Time series of \( n_T \) for different cell numbers \( U = U_T + U_P \). Here, \( n_T^{\text{max}} = 0.3 \) and \( n_T^{\text{min}} = 0.1 \). Top panels: \( n_c = 80 \) and \( n_d = 40 \). Bottom panels: \( n_c = 5 \) and \( n_d = 2 \). Finally, left panels start with \( U_T(0) = 0 \) and right panels with \( U_T(0) = 1 \). The parameters are: \( a_0 = 39 \text{ nM} \), \( b_0 = 10 \text{ nM} \), \( b_1 = 20 \text{ nM} \), and \( a_1 = 77 \text{ nM} \), \( p_1 = 0.52 \text{ nM h}^{-1} \), \( d_1 = 0.12 \text{ h}^{-1} \), \( p_2 = 3.0 \text{ nM h}^{-1} \), \( d_2 = 0.017 \text{ h}^{-1} \), \( k_1 = 0.58 \text{ h}^{-1} \), \( k_2 = 0.26 \text{ h}^{-1} \). Initial conditions for the chemical signals are: \( v_c(0) = 60 \text{ nM} \) and \( v_D(0) = 30 \text{ nM} \).

Summary of results for the non-spatial model. In this Section, we developed a realistic non-spatial model that captures the kinetic behaviour of PSP and PST cell transdifferentiation. We showed that (i) the steepness of the Hill transition function and (ii) the initial conditions of the model determine the final cell-type proportions in *Dictyostelium* slugs.

To keep the model simple (to be able to investigate it in terms of steady
states), we ignored here the production of cAMP that naturally occurs in an oscillatory manner. However, this is an important aspect in spatial models, since it leads to the propagation of excitations waves of cAMP throughout the aggregations of Dictyostelium cells. We also did not investigate the spatial sorting of cells as a result of cAMP gradients, which can be observed in slugs or tipped mounds. We address these issues in the next section, where we introduce a spatial model.

4. Spatial model

In Dictyostelium discoideum, complex cell movement is the result of chemotaxis towards waves of cAMP, as well as mechanical interaction between cells. The aim of this section is to introduce a spatial model that can be used to investigate the role of DIF and cAMP signalling pathways on cell-cell interactions that leads to cell movement, cell sorting and cell proportions in Dictyostelium discoideum stationary and moving aggregations.

4.1. Model description

Dictyostelium aggregates are 3D structures. However, for simplicity, we assume that our spatial domain is 1D, and the Dictyostelium cells can move either left (+) or right (−). We thus denote by $u^P_\pm(t, x)$ and $u^T_\pm(t, x)$ the number of PSP and PST cells at position $x$ and time $t$. Throughout the rest of the article, we assume that the PSP and PST cells move at averaged constant speeds $\gamma_P$ and $\gamma_T$, and they change their movement directions upon mechanical interactions with other cells and by following cAMP gradients $(v_c)$ [21, 34, 35, 36]. Based on experimental data we assume that PST cells are faster compared with PSP cells, $(\gamma_T > \gamma_P)$ [5, 8]. However, the case of equal speeds will be also considered for some particular situations. The spatial model for cell movement is described by the following equations [34]:

\begin{align}
\frac{\partial u^P_+}{\partial t} + \gamma_P \frac{\partial u^P_+}{\partial x} &= -\lambda^+_P[v_c; u^P_+, u^T_+]u^P_+ + \lambda^-_P[v_c; u^P_+, u^T_+]u^P_+ + 0.5F, \quad (10a) \\
\frac{\partial u^-_P}{\partial t} - \gamma_P \frac{\partial u^-_P}{\partial x} &= +\lambda^+_P[v_c; u^P_+, u^T_+]u^P_+ - \lambda^-_P[v_c; u^P_+, u^T_+]u^-_P + 0.5F, \quad (10b) \\
\frac{\partial u^T_+}{\partial t} + \gamma_T \frac{\partial u^T_+}{\partial x} &= -\lambda^+_T[v_c; u^P_+, u^T_+]u^T_+ + \lambda^-_T[v_c; u^P_+, u^T_+]u^T_+ - 0.5F, \quad (10c) \\
\frac{\partial u^-_T}{\partial t} - \gamma_T \frac{\partial u^-_T}{\partial x} &= +\lambda^+_T[v_c; u^P_+, u^T_+]u^T_+ - \lambda^-_T[v_c; u^P_+, u^T_+]u^-_T - 0.5F. \quad (10d)
\end{align}
Here, function $F$ describes the transitions between both types of cells as defined by the right-hand-sides of Eqs. 1 and Fig. 2:

$$F = -k_1 f_2(v_c)g_1(v_D)u_P + k_2 g_2(v_D) f_1(v_c)u_T,$$

(11)

where $u_P = u_P^+ + u_P^-$ and $u_T = u_T^+ + u_T^-$. (Note the connection between the cell densities in (10) and the cell densities in (1): $U_{P,T} = \int_D u_{P,T}(x,t)dx$, with $D$ the spatial domain.) The symbols $\lambda_{P,T}^\pm (\lambda_{P,T})$, denote the turning rates for the cells that were initially moving to the right (left) and then turned to the left (right). These turning rates have a random component that describes the intrinsic randomness of cell motility, as well as a direct component that describes turning in response to gradients of cAMP:

$$\lambda_{P,T}^\pm = \lambda_{1P,T}^\pm + \lambda_{2P,T}^\pm f_0(y_{P,T}^\pm), \quad \lambda_{P,T}^\pm = \lambda_{1P,T}^\pm + \lambda_{2P,T}^\pm f_0(y_{P,T}^\pm).$$

(12)

The constants, $\lambda_{1P,T}^\pm$ and $\lambda_{2P,T}^\pm$, represent the random turning rates and the direct turning rates, respectively. We choose $f_0$ to be dimensionless, bounded and increasing functional of the dimensionless functions $y_{P,T}^\pm$ that incorporate the mechanical and chemical cell-cell interaction terms:

$$y_{P,T}^\pm = y_{mech,P}^\pm + y_{chem,P}^\pm, \quad y_{P,T}^\pm = y_{mech,T}^\pm + y_{chem,T}^\pm.$$

(13)

An example of such function is $f_0(y) = 0.5 + 0.5 \tanh(y - y_0)$. The constant $y_0$ is chosen such that in the absence of any mechanical or chemical interactions ($y_{P,T}^\pm = 0$), we have $f(0) \ll 1$ and the random turning dominates the movement (see Fig. 9). However, because experimental data shows that the cells in mounds and slugs move continuously with little random motion, in this work we assume small values for these random turning rates [7, 37].

To describe cell-cell mechanical interactions, we consider the following nonlocal terms:

$$y_{mech,P}^\pm = \pm \int_{-L}^L [K_{PT}(s)(u_T(x+s) - u_T(x-s)) + K_{PP}(s)(u_P(x+s) - u_P(x-s))]ds,$$

(14a)

$$y_{mech,T}^\pm = \pm \int_{-L}^L [K_{TP}(s)(u_P(x+s) - u_P(x-s)) + K_{TT}(s)(u_T(x+s) - u_T(x-s))]ds.$$

(14b)
Figure 9: The turning function $f_0(y)$. The constant $y_0 = 2$ shifts the graph to the right such that for $y^\pm \approx 0$, the random turning dominates the movement.

These nonlocal terms can model the strong local repulsive interactions between tightly-packed cells, as well as long-range interactions between cells, which occur via the slime sheath that surrounds the slug or via the pulling/pushing of the substratum [38]. The main idea behind these expressions are found in [39]. For instance, a cell positioned at $(x, t)$ interacts with other cells located to its left (at $x - s$) and to its right (at $x + s$), which are within a perception interval $[-L, L]$. Here, kernels $K_{ij}$ are standard Morse-type potentials that describe the balance between the attractive and repulsive interactions between cells:

$$K_{ij}(s) = -k_{ia}^i e^{-|s|/s_a} + k_{ir}^i e^{-|s|/s_r}, \quad i, j = P, T, \quad s \in [-L, L]. \quad (15)$$

Parameters $k_{ia}^i$ and $k_{ir}^i$ describe the strength of the interactions, while the constant parameters $s_a$ and $s_r$ describe the length scale of the interactions. Figure 10 shows a plot of this kernel.

Dictyostelium cells show direct motion response towards increasing cAMP concentrations [36]. Thus, the dependence of the turning rates on gradients of cAMP is expressed as:

$$y_{chem,P}^\pm = \mp \beta_P \nabla c, \quad y_{chem,T}^\pm = \mp \beta_T \nabla c,$$

where $\beta_P$ and $\beta_T$ are the chemotactic sensitivities of PSP and PST cells, respectively. The terms $y_{chem,P,T}^\pm$ are also dimensionless.
The cAMP signalling is described by the Martiel and Goldbeter (MG) mechanism [40] for cAMP kinetics. This mechanism describes excitable behaviour (i.e., amplification of supra-threshold pulses), adaptation to constant stimuli and autonomous oscillations. It incorporates the following processes for signal relaying by cells. Cells have a transmembrane cAMP receptor which can be in either of two states: active or inactive. In the active state, the receptor can bind external cAMP, thereby stimulating the synthesis of cAMP inside the cell. This internal cAMP is transported to the outside of the cell, where it stimulates the cAMP receptor and thereby closes the positive feedback loop. The cAMP receptor changes to the inactive state as a result of prolonged exposure to high external cAMP concentrations. This limits the cAMP production and makes the cell refractory. Meanwhile, the external cAMP decays. In the original mathematical model for this mechanism [40], there were three variables that described the change of extracellular cAMP, intracellular cAMP and the activation state of the cAMP receptors. For computational simplicity, here we use a minimal model consisting of a
set of two coupled partial differential equations. This simpler model, which nevertheless retains the important biochemical characteristics of the three-equation model [14, 40, 41], describes the time-evolution of external cAMP and the state of the cAMP receptor as follows:

\[
\frac{\partial V_c}{\partial t} = h(u) - k(u)V_c + D_c \frac{\partial^2 V_c}{\partial x^2}, \quad (17a)
\]
\[
\frac{dV_r}{dt} = -f_1(V_c)V_r + f_2(V_c)(1 - V_r). \quad (17b)
\]

The first equation describes the change in the normalised concentration \(V_c\) of extracellular cAMP. This quantity is related to the concentration \(v_c\) of external cAMP produced by all cells, through the relation \(v_c = K_R V_c\), where \(K_R = 100nM\) is the dissociation constant of the phosphorylated receptor complexes [40]. The terms \(h(u)\) and \(k(u)\) describe the dependence of the production and decay of cAMP on the total cell density, \(u = u_P + u_T\). Although Dictyostelium aggregates are heterogeneous excitable media with likely differences between the excitability of PST and PSP cells, for simplicity in this study we consider only the case of equal excitability. Thus, as in [40], we assume that:

\[
h(u) = q' \sigma(V_c, v_r)u, \quad k(u) = k_e u, \quad (18)
\]

where

\[
q' = \frac{q k_i}{h(k_i + k_i)}, \quad \phi(V_c, v_r) = \frac{\lambda_1 + Y^2}{\lambda_2 + Y^2}, \quad Y = \frac{V_r V_c}{1 + V_c}. \quad (19)
\]

Cells are coupled by diffusion of the extracellular cAMP. Therefore, we include in (17a) a diffusion term, with \(D_c\) denoting the diffusion coefficient of cAMP [41]. The parameters that appear in equations (18)-(19) are described in more detail in [40], and their values are given in Table B.2.

Equation (17b) defines the time-evolution of the fraction \(V_r\) of active receptors per cell. As in [40], the terms that appear in this equation are:

\[
f_1(V_c) = \frac{k'_1 + k'_2 V_c}{1 + V_c}, \quad f_2(V_c) = \frac{k'_{-1} + k'_{-2} cV_c}{1 + cV_c}. \quad (20)
\]

Note that the cells densities do not enter the equation for the receptors, since this equation is written in terms of the fraction of active receptors per cell [14]. However, as receptors are convected with cells, a convection term should be added to Eq. (17b). This term turns out to be very small for the case analysed in this work, as the cAMP wave speed is likely much greater than
cell velocity, and therefore we neglect it here [14]. Again, the parameters that appear in Eqs. (17b)-(20) are described in more detail in [40, 41], and their values are given in Table B.2.

We now proceed with the coupling of Eqs. (17) and (10) through Eq. (16). We note that experiments show that cells move only in the cAMP wavefront and remain more or less stationary in the back of the wave. As it stands, Eq. (16) would predict cell movement both in wavefront and waveback. This would lead to a small net translocation opposite to the direction of wave propagation. Thus, the chemotactic cell response cannot solely be determined by the local cAMP gradient [7, 14]. It is well-known that the chemotactic machinery of a cell exhibits desensitisation upon exposure to cAMP. When the wave passes and the concentration falls, cells are desensitised and as result do not turn round to follow the passing wave. Here, we account for this threshold response of the cell to the cAMP gradient by a sigmoid relation between the chemotactic coefficients $\beta_{P,T}$ (which appear in Eq. (16)) and the fraction of active receptors $V_r$ (which is a desensitising component of the chemotactic pathway [40]):

$$\beta_P = \beta_{P0} \frac{V_r^m}{A^m + V_r^m}, \quad \beta_T = \beta_{T0} \frac{V_r^m}{A^m + V_r^m}, \quad m > 1, \quad (21)$$

where $A$ is a positive constant sensing threshold. The parameters $\beta_{P0}$ and $\beta_{T0}$ are the chemotactic intensities of PSP and PST cells, respectively. In this case we can distinguish between the wave front, where cells accelerate in response to the chemotactic signal, from the wave back, where cells desensitised and do not respond to the cAMP gradient.

Finally, the equation for the spatial diffusion of DIF is

$$\frac{\partial v_D}{\partial t} = p_1 u_P - d_1 v_D u_T + D_d \frac{\partial^2 v_D}{\partial x^2}, \quad (22)$$

where $p_1$ describes the production rate of DIF by prespore cells and $d_1 v_D$ is the decay rate of DIF in the presence of prestalk cells. The parameter $D_d$ denotes the diffusion coefficient of DIF [42].

4.2. Numerical Results

Next, we discuss the dynamics of model (10) in two cases: (i) when the PST region is removed, leaving only the PSP cells to form a mound; (ii) when the PSP region is removed, leaving only the PST cells to form a slug.
Since the two behaviours occur for different parameter values, we will discuss them separately.

For the numerical simulations, we discretise model (10) on an 1D dimensional domain of length 10 mm \( (D = [0, 10]) \), and assume periodic boundary conditions. The numerical integration adopts a time splitting method, which calculates first the time propagation of the reaction part, and then the time propagation of the advection and diffusion parts. Equations are first discretised in space on a uniform mesh (with space step \( \Delta x = 10^{-2} \) mm), and the system is then integrated in time with a time step \( \Delta t = 10^{-3} \) min. Integration of the reaction terms is performed with a fourth-order Runge-Kutta method. The diffusion term is integrated using a Crank-Nicholson method (with periodic boundary conditions), while the advective term is integrated using the upwind/downwind scheme (also with periodic boundary condition). The nonlocal attraction-repulsion terms are approximated using Simpson’s method (with periodic boundary conditions that see the nonlocal terms being wrapped around the domain). The numerical codes were written in Fortran 90.

(i) **Cell sorting and cell-type conversion in isolated PSP fragments**

Many studies show that after removal of the slug tip (i.e., the PST domain), the isolated PSP domain may form a mound that cannot keep migrating, but exhibits transdifferentiation from PSP to PST until a new tipped mound and a slug are formed [9, 12, 13]. The cells differentiate at random positions, and then undergo chemotactic cell sorting. In this section, we use our 1D model (10) to perform qualitative simulations for the proportion regulation process and cell sorting process occurring in this initial stage of *Dictyostelium* development. However, before discussing the results of numerical simulations, we need to discuss the assumptions we make here in regard to the two chemicals, DIF and cAMP.

DIF is a diffusible chemical, and the PSP cells that produce it are initially randomly distributed throughout the whole mound (so it is likely that all cells experience similar DIF concentrations at this stage of development). Moreover, since the PSP cells move inside the mound leading to a distribution of DIF throughout the whole aggregation [4, 42], we decided to keep the model simple and ignore any DIF gradients for now. This suggests that we may consider a homogeneous spatial distribution of DIF concentration governed by
$$\frac{dv_D}{dt} = p_1 U_P - d_1 v_D U_T,$$

with $U_P = \int_D u_P(s) \, ds$ and $U_T = \int_D u_T(s) \, ds$ the total number of PSP and PST cells forming the mound, respectively. Under these idealised conditions, the mound constitutes a group of cells globally coupled through the homogenous distribution of DIF (here, $v_D$ is the concentration of DIF perceived by all cells at a time). Previous theoretical works also assumed a global coupling mechanism to analyse cell type proportioning in homogeneous environments [26, 43, 44].

The dynamics of cAMP is much more complex, because the mound is an excitable medium characterised by the propagation (as expanding concentric rings or spirals) of cAMP waves [5]. The cAMP signal relaying mechanism is local: the extracellular cAMP diffuses through the mound, while cells respond to local increases in cAMP concentration by synthesising more cAMP and excreting it. This process is repeating by the following neighbour cells, leading to the propagation of waves through the mound. Therefore, Eqs. (17) are used to model cAMP signalling. Experimental observations show that under the influence of these cAMP waves, cell motility is slow and towards the organising centre [5]. For our numerical simulations, we assume that cAMP propagation is initiated by periodical stimulation of the cells located in the centre of aggregate.

In Fig. 11, we focus on the case where $n_T(\infty) \in [0.1, 0.3]$ (as it happens for $n_c = 40$ and $n_d = 18$). We also assume that the motility properties of both types of cells are identical (i.e., cell movement speed, mutual mechanical interactions, and chemotactive sensitivities; see Table B.4).

Figure 11(a) presents the evolution in time of PST proportion, $n_T$. Initially, there is a massive transdifferentiation from PSP to PST. Then, after $n_T$ crosses the lower threshold $n_T^{\text{min}} = 0.1$, the rate of cell differentiation decreases and eventually stops. The corresponding configurations of cells, for $t = 0, 1,\text{ and } 4\text{ hours}$, is presented in Fig. 11(b). Cells end up being distributed around the centre of the aggregation (where we positioned the pacemaker), with a PST proportion of $n_T \approx 0.11 \in [0.1, 0.3]$. A typical spatiotemporal evolution of cAMP concentration is plotted in Fig. 11(c). One can observe the cAMP pulses propagating from the centre, with a period of approximately 7.5 minutes.

In reality, PSP and PST cells differ in many aspects: PST cells are faster.
Figure 11: 1D simulations of a mound-like aggregate. Initially, $U_T(0) = 9900$, $U_T(0) = 100$ (with the right-moving cells $U_T^+(0) = 50$, $U_T^-(0) = 4950$, and the left-moving cells $U_T^-(0) = 50$, $U_T^+(0) = 4950$). The cells are homogeneously distributed in a 0.4 mm domain. (a) Temporal evolution of PST proportion, $n_T$. (b) Spatial distribution of cells for $t = 0$, 1, and 4 hours. (c) Evolution of cAMP concentration through the aggregate. For chemicals, $v_D(0) = 30$ nM, $v_c(0) = 2.5$ nM, and $v_r(0) = 0.8$ nM through the whole aggregate. Parameters for cell transdifferentiation and cell motility as in Table B.3 and B.4, respectively. In all cases, $n_T^{\text{max}} = 0.3$ and $n_T^{\text{min}} = 0.1$. These limits are represented in panel (a) by the blue dashed lines. The values of the speeds are: $\gamma_T = \gamma_P = 0.003$ mm/min.

(stronger chemotactic forces), more excitable (produce more cAMP), and less adhesive (lower viscosity) [17, 20]. This led us to investigate the case of different speeds, chemotactic sensitivities, and mechanical interactions. In particular, we assume the extreme case in which cell-cell interactions between PST cells and between PST cells and PSP
cells are zero ($K_{TT} = K_{TP} = 0$). Then, the direct turning rates for the PST cells will only depend on the chemotactic interaction with cAMP gradients ($Y_T^+ = y_T^{chem,T}$). It is also reasonable to assume very small random turning rates for the PST cells (see Table B.4). In addition, we assume that $\beta_T > \beta_P$ and $\gamma_T > \gamma_P$.

Figure 12: 1D analogy of a tipped-mound aggregate. Initially, $U_P(0) = 9900$, $U_T(0) = 100$ (with the right-moving cells $U_T^+(0) = 50$, $U_P^+(0) = 4950$, and the left-moving cells $U_T^-(0) = 50$, $U_P^-(0) = 4950$). The cells are homogeneously distributed in a 0.4 mm domain. (a) Temporal evolution of PST proportion, $n_T$. (b) Spatial distribution of cells for $t = 0, 1$, and 4 hours. (c) Evolution of cAMP concentration through the aggregate. For chemicals, $v_D(0) = 30$ nM, $v_c(0) = 2.5$ nM, and $v_r(0) = 0.8$ nM through the whole aggregate. Parameters for cell transdifferentiation and cell motility are shown in Tables B.3 and B.4, respectively. In all cases, $n_T^{max} = 0.3$ and $n_T^{min} = 0.1$. These limits are represented by the blue dashed lines in (a). The values of the speeds are: $\gamma_T = 0.006$ mm/min and $\gamma_P = 0.003$ mm/min (note the difference from the speeds used in Figure 11).
Figure 12(b) shows the sorting of the faster and newly differentiated PST cells to the middle of the aggregation (at \( t = 0, t = 1, \) and \( t = 4 \) hours). This behaviour is a clear 1D analogy to the 3D tipped mound situation. Initial conditions are as in Fig. 11. Figure 12(a) shows the evolution in time of PST proportion, \( n_T \). As before, there is a massive transdifferentiation from PSP to PST. Then, after \( n_T \) crosses the lower threshold, \( n_T^{\text{min}} = 0.1 \), the rate of cell conversion decreases and eventually stops. A typical spatiotemporal evolution of cAMP concentration is plotted in Fig. 12(c). Pulses propagate from the centre of the aggregation (where the pacemaker is).

(ii) **Cell sorting and cell conversion in isolated PST fragments**

When the tip of a slug (i.e., the PST domain) is isolated, it usually keeps migrating as a small slug. This slug progressively elongates and the transdifferentiation from PST to PSP cells leads to the recovery of the PST:PSP proportions [9]. In this subsection, we use our model to analyse qualitatively this situation.

For migrating *Dictyostelium* slugs, the PST region acts as a pacemaker for cAMP waves. Those waves propagate from the middle of the PST zone to the back of the slug and coordinate the periodic forward movement of cells [7]. However, some earlier studies suggest that the more active anterior PST cells pull the posterior cells through mechanical forces [45]. Other studies suggest that anterior-like cells may provide the motive force for the prespore zone, which at the same time pushes the anterior PST cells [38]. For the purpose of our study, we will assume that the anterior PST cells are the source of chemical forces that control the collective cell movement in the slug. The chemotactic propagation of cAMP waves is initiated by periodical stimulation of the cells placed in the most anterior part of the PST region.

For the numerical simulations presented here, we assume the extreme case in which cell-cell interactions between PST cells and between PST cells and PSP cells are zero (\( K_{TT} = K_{TP} = 0 \)). For simplicity, we also assume that DIF is homogeneously distributed along the slug, and its concentration is governed by Eq. (23). This assumption is valid for small slugs. For medium and large slugs, the gradients of DIF may play an important role in cell dynamics [42]. As for isolated PSP fragments, the spatiotemporal dynamics of cAMP is determined by Eqs. (17). Finally, we assume that the PST cells move faster than
the PSP cells (see Table B.4).

Figure 13: Slug migration and cell differentiation. Initially, \( U_P = 0, U_T = 1000 \) (with the right-moving cells \( U_P^+(0) = 500, U_T^+(0) = 0 \), and the left-moving cells \( U_P^-(0) = 500, U_T^-(0) = 0 \)). The PST cells are homogeneously distributed in a 0.2 mm domain. a) Temporal evolution of PST proportion \( n_T \). b) Spatial distribution of cells for different times, starting from a configuration of 100% of PST cells (Red dashed line). c) Evolution of cAMP concentration through the slug. Initial data: \( v_D(0) = 4.3 \text{ nM}, v_c(0) = 2.5 \text{ nM}, \) and \( v_r(0) = 0.8 \text{ nM} \) through the whole aggregate. Parameters for cell transdifferentiation and cell motility are shown in Tables B.3 and B.4, respectively. In all cases, \( n_T^{\text{max}} = 0.3 \) and \( n_T^{\text{min}} = 0.1 \). These limits are represented by the blue dashed lines in (a). The values of the speeds are \( \gamma_P = 0.039 \text{ mm/min} \) and \( \gamma_T = 0.044 \text{ mm/min} \).

Figure 13(a) shows that, starting with a configuration of 100% PST cells (\( n_T = 1.0 \)), a transdifferentiation occurs until the solution trajectory crosses the upper threshold, \( n_T^{\text{max}} = 0.3 \). Meanwhile, the slower and newly formed PSP cells are trailing behind to form the PSP region.
of slug. The corresponding spatial configuration of cells is presented in Figure 13(b). Initially a group of PST cells are distributed homogeneously in a small domain, resembling an isolated PST fragment \( n_T = 1 \). A final proportion of \( n_T = 0.26 \) was established in approximately one hour. Snapshots of a migrating slug conserving the established proportion are shown for \( t = 4 \) and 5 hours. The spatiotemporal evolution of cAMP concentration is plotted in Fig. 13(c). The slug elongation is reflected by an increase of the excitable medium through which cAMP waves can propagate. The transition rate for the PST \( \rightarrow \) PSP differentiation, \( k_2 \), has been exaggerated (from the value of \( k_2 = 0.26 \text{ h}^{-1} \) used in Fig. 7 to the value of \( k_2 = 30 \text{ h}^{-1} \)) to speed up the formation of the pattern. **Note that using a more realistic value of \( k_2 = 0.26 \text{ h}^{-1} \) would lead to a stable proportion of PST:PSP cells only after 15h – see Figure 7(a).** However, as shown in Fig. 13(b),(c), as time progresses the slug starts to elongate slowly (since we assumed \( \gamma_P < \gamma_T \) to match experimental observations). After 15 hours the slug would be unrealistically spread. This issue could be solved by assuming density-dependent velocities \( \gamma_{P,T} \) - an approach that will be taken in the future. Finally, we have also verified that in order to get the type of sorting behaviour presented in Fig. 13, cell-cell mechanical interactions are not essential. (However, these interactions are essential to stop the slug elongating even more.)

5. Summary and Discussion

In this study, we derived a spatial mathematical model for the dynamics of *Dictyostelium discoideum* cells. We used this model to investigate, in a unitary manner, the role of two cell signalling pathways (via cAMP and DIF morphogens) on cell movement, cell differentiation and cell proportioning inside stationary and moving *Dictyostelium discoideum* aggregations. We started by describing the biological mechanisms (controlled by the cAMP and DIF factors), which we believe are behind cell differentiation. Then, we developed and analysed a non-spatial mathematical model for this mechanism. Finally, we incorporated our cell-differentiation mechanism into a spatial 1D nonlocal hyperbolic model for cell motility. This spatial model allowed us to analyse two specific aggregation cases (i.e., the formation of the mound and the slug), in which the interplay between active cell differentiation and cell
sorting plays an important role. To the best of our knowledge, the analysis proposed in this work is one of the first attempts towards a quantitative description of regulation of cell-type proportioning and cell sorting in stationary and moving *Dictyostelium discoideum* aggregations. Some previous attempts have been made in [25] for a model that incorporated only internal sorting and proportionality but not movement of the whole aggregate, or in [23] for models that only consider cell-cell contact as the necessary ingredient for cell differentiation.

With the help of the non-spatial model, we found that the nature of the final steady state solution is determined by the shape of the transition functions (which are of Hill-type). For very small Hill coefficients, a single steady state solution is achieved, for any initial conditions and system sizes. This situation is in agreement with classical experimental observations in which a perfect regeneration is obtained after the amputation of *Dictyostelium* slugs [13]. However, for large enough Hill coefficients, multiple steady states solutions are possible. Different initial conditions or system sizes lead to different final solutions (i.e., final prestak proportions). This behaviour is consistent with some experimental observations claiming that cell proportions are not exactly restored in slugs after one cell type is removed [9]. However, very large Hill coefficients imply step functions or strict thresholds for cell differentiation. This suggests a discontinuity in cellular behaviour as the thresholds for the morphogens concentrations are crossed. Having these step functions (an approach used previously in [25]) makes sense mathematically, but the functions might not be very realistic from a biological point of view.

The spatial model (10) incorporated multiple aspects of *Dictyostelium* cell dynamics: cell movement, cell turning in response to cAMP waves and cell-cell interactions (via attractive and repulsive forces), cell differentiation in response to cAMP and DIF morphogens. Using this model, we investigated numerically the dynamics of *Dictyostelium* aggregations following the removal of different parts of the slug: (i) the prestalk region, leaving the prespore cells to aggregate into a mound, and (ii) the prespore region, leaving the prestalk cells to form another slug. For the isolated prespore region (case (i)) we found that when the different cell types have identical motility properties, a homogeneous distribution of prespore and prestalk cells is formed, mimicking the initial stage of a *Dictyostelium discoideum* mound. However, by assuming that the prespore and prestalk cells differ in some of their movement properties, we have shown that it is possible to get sorting of the less adhesive and faster moving (newly-formed) prestalk cells to the
centre of the aggregate (thus pushing the prespore cells towards the edge of the aggregate). This behaviour is a 1D analogy of the 3D tipped mound situation observed experimentally [5]. With respect to the isolated prestalk region (case (ii)), we also found transdifferentiation from prestalk to prespore cells, and cell sorting of the slow and newly formed prespore cells to the back of the aggregation.

We have also studied numerically (not shown here) how important is the interplay between the mechanical and chemical cell-cell interactions on the formation and movement of Dictyostelium aggregations. As mentioned at the end of the previous section, we have noticed that the mechanical cell-cell interactions are not essential to obtain cell sorting after the removal of the prespore region in the slug (see Figure 13). However, these mechanical interactions are necessary for the formation and sorting of the mound. In this case, the absence of repulsive-attractive interactions will cause cells to pile up around the position of the cAMP pacemaker (see Figure 11). Moreover, for the formation of tipped-mound aggregations, repulsive interactions are essential for the displacement of the PSP cells by the PST cells (see Figure 12).

The above-mentioned behaviours reproduce qualitatively various experimental observations of stationary and travelling Dictyostelium aggregations. However, model (10) has some limitations. In reality, Dictyostelium cells do not move at a constant speed. For example, it has been shown that in Dictyostelium discoideum aggregations, cells speed depends on the chemoattractant and on its spatial and temporal gradients [17, 20, 34, 35]. The cells also speed-up or slow-down as a consequence of cell-cell mechanical interactions or interactions with the substratum and the so-called slime sheath that surrounds the slug [38]. In the absence of the PST region, the constant speeds $\gamma_P$ make the PSP cells to move either left or right (not shown here). This movement will lead to the spread of cells over the whole domain (since the PSP cells are not kept together anymore by the cAMP - which is produced in the PST region). To address this unrealistic behaviour of PSP cells, in a future study we plan to generalise model (10) to include density- and chemical-dependent speeds. Other possible research directions suggested by this study revolve around the heterogeneity of the Dictyostelium discoideum aggregations. In particular, different cells might have different excitability levels. Also, the concentration of DIF is not homogeneous throughout the aggregations, being
produced differently by different types of cells (i.e., the prespore cells that produce DIF are positioned at the back of the slug, creating a DIF gradient throughout the slug). Finally, a more realistic model would incorporate 2D or even 3D cell-cell and cell-morphogen interactions.
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Appendix A. Saturation functions that lead to different PST proportions

In Figure 3, we considered $n_{T}^{max} = 0.3$ and $n_{T}^{min} = 0.1$ (which, via (9) lead to some specific values of $a_0$ and $a_1$ – after fixing $b_0$, $b_1$ values). In Figure A.14 we show the shape of the saturation functions $f_{1,2}$ and $g_{1,2}$ for $n_{T}^{max} = 0.22$ and $n_{T}^{min} = 0.18$ (which lead to different $a_0$ and $a_1$ values, and implicitly to different saturation functions).

Appendix B. Model parameters

Tables B.1–B.4 show a summary of the variables and parameters that appear in models (1)-(10).

Appendix C. Details of some calculations

In this Appendix, we show the details of obtaining Eq. (4) from (3). At steady state Eqs. (1) is reduced to

\begin{align*}
-k_1 g_1(v_D)f_2(v_c)U_P + k_2 g_2(v_D)f_1(v_c)U_T &= 0, \quad (C.1a) \\
p_1 U_P - d_1 v_D U_T &= 0, \quad (C.1b) \\
p_2 U_T - d_2 v_c U_P &= 0, \quad (C.1c)
\end{align*}

with $g_1$, $g_2$, $f_1$, and $f_2$ given by Eq. (2) and $n_c = n_d = 1$. Then, after substituting $y = U_P/U_T$ into Eq. (C.1a) and rearranging the terms we get

$$yk_1b_1v_D(b_0 + v_D)(a_1 + v_c) = k_2b_0v_c(b_1 + v_c)(a_0 + v_D).$$  

(C.2)
Figure A.14: Examples of saturation functions (2) for $n_T^{max} = 0.22$ and $n_T^{min} = 0.18$ and different values of the exponent coefficients: (a)-(a’) $n_d = 2, n_c = 5$ and (b)-(b’) $n_d = 40, n_c = 80$. Left panels show saturation functions $g_1(v_D)$ and $g_2(v_D)$. Right panels show saturation functions $f_1(v_c)$ and $f_2(v_c)$. Half maxima concentrations for the saturation functions are $a_0 = 13$ nM, $b_0 = 10$ nM, $b_1 = 20$ nM, and $a_1 = 26$ nM.

From Eqs. (C.1b) and (C.1c) it also follows that

$$v_c = \frac{p_2}{d_2} \frac{y}{y}, \quad v_D = \frac{p_1}{d_1} y. \quad (C.3)$$

Finally, substituting Eq. (C.3) into Eq. (C.2) and re-writting $y = (1 - n_T)/n_T$ with $n_T = U_T/(U_T + U_D)$, we get Eq. (4).

References

Table B.1: Variables used throughout this article

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_P$</td>
<td>Total number of prespore cells in the aggregate</td>
</tr>
<tr>
<td>$U_T$</td>
<td>Total number of perstalk cells in the aggregate</td>
</tr>
<tr>
<td>$U = U_T + U_P$</td>
<td>Total number of cells in the aggregate</td>
</tr>
<tr>
<td>$U^+_P$</td>
<td>Total number of right-moving prespore cells in the aggregate</td>
</tr>
<tr>
<td>$U^-_P$</td>
<td>Total number of left-moving prespore cells in the aggregate</td>
</tr>
<tr>
<td>$U^+_T$</td>
<td>Total number of right-moving perstalk cells in the aggregate</td>
</tr>
<tr>
<td>$U^-_T$</td>
<td>Total number of left-moving perstalk cells in the aggregate</td>
</tr>
<tr>
<td>$u_P$</td>
<td>Number of left-moving prespore cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u_T$</td>
<td>Number of left-moving perstalk cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u^+_P$</td>
<td>Number of right-moving prespore cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u^+_T$</td>
<td>Number of right-moving perstalk cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u^+_P = u^-_P + u^+_P$</td>
<td>Total number of prespore cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u^+_T = u^-_T + u^+_T$</td>
<td>Total number of perstalk cells at a position $x \in D$</td>
</tr>
<tr>
<td>$u = u_P + u_T$</td>
<td>Total number of cells at a position $x \in D$</td>
</tr>
<tr>
<td>$v_D$</td>
<td>Concentration of Differentiation-inducing Factor (DIF) in units of nM</td>
</tr>
<tr>
<td>$v_c$</td>
<td>Concentration of extracellular cyclic adenosine-3',5'-monophosphate (cAMP) in units of nM</td>
</tr>
<tr>
<td>$V_c$</td>
<td>Normalized concentration of extracellular cAMP</td>
</tr>
<tr>
<td>$V_r$</td>
<td>Fraction of receptors in active state</td>
</tr>
</tbody>
</table>


Table B.2: Martiel-Goldbeter model parameters used throughout this article [40]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k'_1$</td>
<td>0.036</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k'_2$</td>
<td>0.666</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k'_{-1}$</td>
<td>0.36</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k'_{-2}$</td>
<td>0.0033</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k_i$</td>
<td>1.7</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k_t$</td>
<td>5.5</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$k_e$</td>
<td>3.6</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$h$</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td>1000</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>1</td>
<td>min$^{-1}$</td>
</tr>
</tbody>
</table>


Table B.3: Kinetic parameters for cell transdifferentiation used throughout Section 4.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Mound (Fig. 11)</th>
<th>Mound (Fig. 12)</th>
<th>Slug (Fig. 13)</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_c$</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>-</td>
<td>Hill coefficient controlling the steepness of functions $f_1$ and $f_2$</td>
</tr>
<tr>
<td>$n_d$</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>-</td>
<td>Hill coefficient controlling the steepness of functions $g_1$ and $g_2$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>h$^{-1}$</td>
<td>Differentiation rate for prestalk cells</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.26</td>
<td>0.26</td>
<td>30</td>
<td>h$^{-1}$</td>
<td>Differentiation rate for prespore cells</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>nM h$^{-1}$</td>
<td>Rate of DIF production by prespore cells</td>
</tr>
<tr>
<td>$d_1$</td>
<td>0.125</td>
<td>0.125</td>
<td>0.125</td>
<td>h$^{-1}$</td>
<td>Rate of DIF decomposition by prestalk cells</td>
</tr>
<tr>
<td>$a_0$</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>nM</td>
<td>Half-maximal induction of prestalk gene expression</td>
</tr>
<tr>
<td>$b_0$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>nM</td>
<td>Half-maximal repression of prespore gene expression</td>
</tr>
<tr>
<td>$a_1$</td>
<td>77</td>
<td>77</td>
<td>77</td>
<td>nM</td>
<td>Half-maximal induction of prespore gene expression</td>
</tr>
<tr>
<td>$b_1$</td>
<td>20</td>
<td>22</td>
<td>20</td>
<td>nM</td>
<td>Half-maximal repression of prestalk gene expression</td>
</tr>
</tbody>
</table>
Table B.4: Motility parameters for cell movement used throughout Section 4.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Mound (Fig. 11)</th>
<th>Mound (Fig. 12)</th>
<th>Slug (Fig. 13)</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_p$</td>
<td>0.003</td>
<td>0.003</td>
<td>0.039</td>
<td>mm min$^{-1}$</td>
<td>Speed of prespore cells</td>
</tr>
<tr>
<td>$\gamma_t$</td>
<td>0.003</td>
<td>0.006</td>
<td>0.044</td>
<td>mm min$^{-1}$</td>
<td>Speed of prestalk cells</td>
</tr>
<tr>
<td>$\lambda_{1T}^-$</td>
<td>5</td>
<td>$10^{-5}$</td>
<td>$10^{-4}$</td>
<td>min$^{-1}$</td>
<td>Random turning rates of prestalk cells</td>
</tr>
<tr>
<td>$\lambda_{1P}^-$</td>
<td>5</td>
<td>5</td>
<td>$10^{-4}$</td>
<td>min$^{-1}$</td>
<td>Random turning rates of prespore cells</td>
</tr>
<tr>
<td>$\lambda_{2T}^+$</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td>min$^{-1}$</td>
<td>Bias turning rate for right-moving prestalk cells</td>
</tr>
<tr>
<td>$\lambda_{2T}^-$</td>
<td>5</td>
<td>5</td>
<td>$10^{-4}$</td>
<td>min$^{-1}$</td>
<td>Bias turning rate for left-moving prestalk cells</td>
</tr>
<tr>
<td>$\lambda_{2P}^+$</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td>min$^{-1}$</td>
<td>Bias turning rate for right-moving prespore cells</td>
</tr>
<tr>
<td>$\lambda_{2P}^-$</td>
<td>5</td>
<td>5</td>
<td>$10^{-4}$</td>
<td>min$^{-1}$</td>
<td>Bias turning rate for left-moving prespore cells</td>
</tr>
<tr>
<td>$y_0$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>Shift constant for the turning function</td>
</tr>
<tr>
<td>$D_c$</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>mm$^2$ min$^{-1}$</td>
<td>Diffusion coefficient of cAMP</td>
</tr>
<tr>
<td>$\beta_{P0}$</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>mm nM$^{-1}$</td>
<td>Chemotactic sensitivity for prespore cells</td>
</tr>
<tr>
<td>$\beta_{T0}$</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>mm nM$^{-1}$</td>
<td>Chemotactic sensitivity for prestalk cells</td>
</tr>
<tr>
<td>$A$</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>-</td>
<td>Response threshold for chemotactic sensitivities</td>
</tr>
<tr>
<td>$m$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>Exponent controlling the steepness of the chemotactic coefficients</td>
</tr>
<tr>
<td>$k_{PP}^a$</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>mm$^{-1}$</td>
<td>Intensity of attraction between prespore cells</td>
</tr>
<tr>
<td>$k_{PT}^a$</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>mm$^{-1}$</td>
<td>Intensity of attraction exerted by prestalk on prespore cells</td>
</tr>
<tr>
<td>$k_{PP}^r$</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>mm$^{-1}$</td>
<td>Intensity of repulsion between prespore cells</td>
</tr>
<tr>
<td>$k_{PT}^r$</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>mm$^{-1}$</td>
<td>Intensity of repulsion exerted by prestalk on prespore cells</td>
</tr>
<tr>
<td>$k_{TT}^a$</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>mm$^{-1}$</td>
<td>Intensity of attraction between prestalk cells</td>
</tr>
<tr>
<td>$k_{TP}^a$</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>mm$^{-1}$</td>
<td>Intensity of attraction exerted by prespore on prestalk cells</td>
</tr>
<tr>
<td>$k_{TT}^r$</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>mm$^{-1}$</td>
<td>Intensity of repulsion between prestalk cells</td>
</tr>
<tr>
<td>$k_{TP}^r$</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>mm$^{-1}$</td>
<td>Intensity of repulsion exerted by prespore on prestalk cells</td>
</tr>
<tr>
<td>$s_a$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>mm</td>
<td>Length scale of attraction</td>
</tr>
<tr>
<td>$s_r$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>mm</td>
<td>Length scale of repulsion</td>
</tr>
<tr>
<td>$L$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>mm</td>
<td>Length scale for the perception range</td>
</tr>
</tbody>
</table>