Current amplification and magnetic reconnection at a 3D null point. I - Physical characteristics
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The behaviour of magnetic perturbations of an initially potential three-dimensional equilibrium magnetic null point are investigated. The basic components which constitute a typical disturbance are taken to be rotations and shears, in line with previous work. The spine and fan of the null point (the field lines which asymptotically approach or recede from the null) are subjected to such rotational and shear perturbations, using three-dimensional magnetohydrodynamic simulations. It is found that rotations of the fan plane and about the spine lead to current sheets which are spatially diffuse in at least one direction, and form in the locations of the spine and fan. However, shearing perturbations lead to 3D-localised current sheets focused at the null point itself. In addition, rotations are associated with a growth of current parallel to the spine, driving rotational flows and a type of rotational reconnection. Shears, on the other hand, cause a current through the null which is parallel to the fan plane, and are associated with stagnation-type flows and field line reconnection across both the spine and fan. The importance of the parallel electric field, and its meaning as a reconnection rate, are discussed.

I. INTRODUCTION

Many important physical phenomena in astrophysical plasmas are powered by magnetic reconnection. The locations at which reconnection is likely to occur in a complex three-dimensional magnetic field are those regions where strong currents (possibly singular in the ideal regime) may develop. However, determining what these locations might be is a non-trivial problem.

There are a growing number of theories and pieces of evidence to suggest that 3D null points and separators (magnetic field lines which join two such nulls) may be sites of preferential current growth, in both the Solar corona and the Earth’s magnetosphere. The field topology in the vicinity of such a 3D null point is defined by the field lines which asymptotically approach (or recede from) the null. These fall into two categories. A single pair of field lines approach (recede from) the null from opposite directions, and are termed the ‘spine’ (or γ-line), while an infinite family of field lines recede from (approach) the null in a surface called the fan (or Σ-) plane. The spine and fan of a given null may be determined by examining the linear field topology near the null, defined by the equation

\[ \mathbf{B} = \mathbf{M} \cdot \mathbf{r}, \]

where the matrix \( \mathbf{M} \) is given by the Jacobian of \( \mathbf{B} \) [e.g. 10]. The eigenvectors of \( \mathbf{M} \) (whose corresponding eigenvalues sum to zero since \( \nabla \cdot \mathbf{B} = 0 \)) now define the spine and fan. The two eigenvectors whose eigenvalues are of like sign (or whose real parts have like sign) lie in the fan plane, while the third points along the spine. The fan surface is a separatrix surface of the magnetic field, separating unique topological regions. While the spine does not separate topological regions (being only a line), it is nonetheless an important geometrical feature of the field. This is because, firstly, magnetic field lines converge on (or diverge from) it, and secondly, it is a field line along which disturbances may be channelled towards the null (as we shall see later).

3D null points are predicted to be present in abundance in the solar corona. It should however be noted that many recent models of the magnetic field above the solar surface are based upon the Magnetic Charge Topology approach, extrapolating a potential field from point magnetic sources in the photosphere. This is clearly a great simplification, and many (or all) of the ‘photospheric null points’ in such models will not be present when these idealised flux sources are replaced by more realistic finite flux patches. However, various approaches also predict the presence of 3D null points up in the corona, with an average of between approximately 7 and 15 coronal nulls expected for every 100 photospheric flux concentrations [4, 18, 31]. The presence of these coronal nulls is expected to be more robust to the method of field extrapolation [1, 2]. The separatrix surfaces and separators associated with these coronal null points are thought to be likely sites of coronal heating and reconnection [17, 27]. Furthermore, there is observational evidence that reconnection at a 3D null point (both fan-type and spine-type reconnection) may be at work in some solar flares [9]. Closer to home, separator reconnection is thought to occur on the dayside of the Earth’s magnetosphere [e.g. 32]. In addition, there has been a recent in situ observation by the Cluster spacecraft [33] of a 3D magnetic null, at
which it is proposed that reconnection is occurring, located within the current sheet in the Earth’s magnetotail.

Although it is now realised that 3D nulls are of great importance for reconnection in realistic 3D geometries, what is still lacking is a clear picture of what reconnection processes at such nulls look like. In particular, a description of the sorts of physical signatures expected (current sheets, plasma flows etc.), in order to lead the analysis of new observations, is of great importance. Our aim in this paper is to go some way to providing such a picture.

While the relationship between reconnection at a separator and a single 3D null point is not well known, it is clear that the two should be linked in some way. What is known is that both are prone to collapse in response to external motions [e.g. 3, 19, 22]. That is, a 3D null point is a ‘weak point’ of the magnetic field to which disturbances are attracted [11, 13]. Furthermore, kinematic considerations suggest that null points and separators are both locations where singularities may form in ideal MHD [e.g. 16, 28]. The attraction of disturbances to 2D nulls is also well documented [e.g. 8, 14].

The local behaviour of a perturbed 3D magnetic null point has been examined in the linear regime for the cold, resistive MHD equations by [29]. They employed a modal decomposition, and determined that only resistive MHD equations by [29]. They employed a modal point has been examined in the linear regime for the cold, disturbances are attracted [11, 13]. Further, kine-
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II. NUMERICAL SCHEME AND SIMULATION SETUP

A. Numerical Scheme

The numerical scheme employed in the simulations which follow is described briefly below (further details may be found in [21] and at http://www.astro.ku.dk/~kg). We solve the three-dimensional resistive MHD equations in the form

$$\frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E}, \quad (1)$$

$$\mathbf{E} = -(\mathbf{v} \times \mathbf{B}) + \eta \mathbf{J}, \quad (2)$$

$$\mathbf{J} = \nabla \times \mathbf{B}, \quad (3)$$

$$\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{v}), \quad (4)$$

$$\frac{\partial \rho \mathbf{v}}{\partial t} = -\nabla \cdot (\rho \mathbf{v} \mathbf{v} + \mathbf{g}) - \nabla P + \mathbf{J} \times \mathbf{B}, \quad (5)$$

$$\frac{\partial P}{\partial t} = -\nabla \cdot (e \mathbf{v}) - P \nabla \cdot \mathbf{v} + Q_{\text{visc}} + Q_J, \quad (6)$$

where $\mathbf{B}$ is the magnetic field, $\mathbf{E}$ the electric field, $\mathbf{v}$ the plasma velocity, $\eta$ the resistivity, $\mathbf{J}$ the electric current, $\rho$ the density, $\mathbf{g}$ the viscous stress tensor, $P$ the pressure, $e$ the internal energy, $Q_{\text{visc}}$ the viscous dissipation and $Q_J$ the Joule dissipation. An ideal gas is assumed, and hence $P = (\gamma - 1) e = \frac{5}{3} e$.

The equations above have been non-dimensionalised by setting the magnetic permeability $\mu_0 = 1$, and the gas constant ($R$) equal to the mean molecular weight ($M$). The result is that, for a cubic domain of unit size, if $|\rho| = ||\mathbf{B}|| = 1$, then time is measured in units of the Alfvén travel time across the domain ($\tau_A = L \sqrt{\mu_0 \rho_0} / B_0$, where $L$ is the size of the domain, and $\rho_0$ and $B_0$ are typical values of the density and magnetic field respectively).

The equations are solved on staggered meshes; in this way the required MHD conservation laws are automatically satisfied. Spatial derivatives are evaluated using a sixth-order-accurate finite difference method. It is often the case that, due to the staggered mesh, this value of the derivative is returned in exactly the position it is needed. When this is not the case, the values are calculated using a fifth-order interpolation method at the relevant position. A non-uniform mesh is used in the simulations, with higher resolution in the centre of the domain in each coordinate direction. In this way it is possible to better resolve behaviour in the vicinity of the null, and indeed across the spine and fan, while keeping the boundaries ‘far away’ to reduce their effect. A third-order predictor-corrector method is employed for time-stepping. All simulations are carried out on grids of $128^3$ or $256^3$ resolution.
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In Section II we describe the numerical scheme and the initial conditions used. In Sections III–VI we describe the results of our simulations for various different types of perturbations, and in Section VII we give a summary and conclusions.
lower effective values of $\nu$ for a given numerical resolution than with a constant-$\nu$ approach. This is achieved by having an enhanced viscosity at length scales close to the numerical resolution limit, effectively dissipating short wavelength disturbances, while leaving larger-scale structures nearly undamped. Viscosity defined in such a way is often termed ‘hyper-viscosity’. Such an approach is used in 3D simulations to maximise the fraction of the 3D domain that has an ‘ideal’ behaviour. Two different models are used for the resistivity; either a traditional constant-$\eta$ (second-order) model or a hyper-resistivity model (labelled $\eta_h$ in the text) similar in approach as the viscosity model. Comparisons between identical simulation runs using the two resistivity approaches show the same general evolution, with the main difference being that the hyper-resistivity runs show more spacially localised structures. This is demonstrated explicitly for one particular case below (see Section V).

In a number of the simulation runs, ‘trace particles’ are used in order to track the motion of field lines in time. These points are chosen at $t = 0$, and are then followed in time throughout the simulation by integrating the plasma flow field. These ‘fluid elements’ are then used to define field line footpoints.

Finally, the boundary conditions are closed in all three directions. In addition, as we aim to study only the initial localisation of perturbations at the null, a boundary damping zone is included, in order to limit the reflection of waves back into the domain from the boundary. Within this region, a fraction of the kinetic energy is removed per unit time, which, when chosen appropriately for the wave speed, may effectively damp a large portion of the wave energy. The effect of the boundaries on the dynamics of the null point is, on the other hand, negligible, as the simulations are all terminated before the perturbations have time to reflect off them and reach back to the region around the null again.

B. Initial setup

The simulation is set up as follows. The initial ‘background’ magnetic field is potential, and describes a 3D magnetic null point located at the origin, specifically $\mathbf{B} = B_0(x, y, -2z)$. The plasma is initially at rest, with $\rho = 1$, $\epsilon = 5\beta/2$ everywhere, where $\beta$ determines the plasma-$\beta$. The system is then disturbed by perturbing the magnetic field. We choose to add a magnetic field instead of, say, imposing some velocity on a line-tied boundary, so as to examine the evolution of the null point, and the reconfigure behaviour, in an undriven situation. We focus on the behaviour of the transient pulse as it moves towards the null. Note that the fact that there is no flow through our boundaries means that we do not compare with strongly driven flux pile-up models.

In order for the null point to be affected, the perturbation must disturb either the spine or fan of the null, otherwise the disturbance will simply propagate back and forth along the associated magnetic field lines, bouncing between the boundaries. The perturbation magnetic field must of course be divergence-free, and in each of the cases discussed takes the general form

$$
\begin{align*}
  b_i &= -b_0 R_1 \sin(\theta_1) \exp\left(\frac{(\theta_1 - \theta_0)^2}{\alpha_k^2} - \frac{(\zeta - \zeta_0)^2}{\beta_k^2}\right), \\
  b_j &= b_0 R_1 \cos(\theta_1) \exp\left(\frac{(\theta_1 - \theta_0)^2}{\alpha_k^2} - \frac{(\zeta - \zeta_0)^2}{\beta_k^2}\right),
\end{align*}
$$

where $b_i$ and $b_j$ are the two components of the perturbation magnetic field, $\zeta$ is the third spatial coordinate, and $b_0$, $R_{10}$, $\zeta_0$, $\alpha_k$ and $\beta_k$ are constants. $R_1$ and $\theta_1$ are defined depending on the orientation of the perturbation. The perturbation is localised by the exponential terms within either a linear tube or a torus.

Five different types of perturbation will be considered. These are described briefly below, and are illustrated in Figures 1 and 2. Figure 1 shows isosurfaces of the disturbance field magnitude, with the arrows showing the direction of the field. Figure 2 plots a selection of field lines from around the null, showing the effect of the disturbances on the magnetic field. The first type of perturbation corresponds to the $m = 0$ disturbances of [29], that is, rotational motions. We consider two cases, in the first of which (Section III) the rotation is concentrated in the fan plane (but away from the null, see Figures 1(a), 2(a)). One may also perform a rotation about the spine, but away from the fan plane, either in the same or opposite sense above and below the fan (see Figures 1(c), 2(c)). This has been investigated in detail.

![Figure 1](image1.png)  
**FIG. 1:** Schematic view of isosurfaces of the different perturbation magnetic fields, with arrows indicating the field orientation. (a) rotation within the fan plane, (b) shear in the fan plane (c) rotation of the spine, in the same or opposite sense above and below the fan, and (d) shear of the spine. In each case the vertical line is the (undisturbed) spine of the null, and the square is the fan.
FIG. 2: Sample magnetic field lines at $t = 0$ for the different perturbations, (a)-(d) as in Figure 1.

by [12], and is discussed briefly in Section IV. Alternatively, the null point separatrices may be perturbed by applying some shear (corresponding to $m = 1$), to either the fan (Section V, Figures 1(b), 2(b)) or the spine (Section VI, Figures 1(d), 2(d)). Any more generic perturbation may be made up from a combination of such rotations and shears.

III. ROTATION IN THE FAN PLANE

For a rotation in the fan plane, the perturbation magnetic field lies in the $xy$-plane, such that $\{b_1, b_2\} = \{b_x, b_y\}$ and $\zeta = z$ in Equation (7), and in addition we take $R_1 = \sqrt{x^2 + y^2}$, $\theta_1 = \tan^{-1}(y/x)$, and $\zeta_0 = 0$. Thus the current is initially concentrated in a torus whose toroidal axis lies in the fan plane at a radius $R_{10}$ from the origin (null), see Figures 1(a) and 2(a). The domain size is chosen to be $1.5 \times 1.5 \times 2.5$, in order to limit the effect of the upper/lower boundaries in $z$. We use the hyper-resistive model, $\eta = \eta_h$, and the characteristic parameters for the experiment are; $B_0 = 1, b_0 = 0.1, R_{10} = 0.16, \beta = 0.01, a_h = b_h = 0.06$, giving a travel time to the top ($z$) boundary of order 1.8 and to the $xy$-boundaries of 1.5 in code units, for the main body of the disturbance.

A. Current density evolution

Figure 3 shows the time evolution of the current modulus in a plane through the null and spine axis (chosen to be the $y = 0$ plane, although we have cylindrical symmetry away from the boundaries). It is evident from the image that pulses propagating both inwards and outwards develop, as one would expect. In the following, we refer to the disturbances which propagate towards and away from the null point as the ‘ingoing’ and ‘outgoing’ pulses, respectively. Note that here, as in the simulations which follow, both the ingoing pulse and outgoing pulse have a somewhat complicated structure. Specifically, it appears from Figure 3(a) that there are two wavefronts which localise towards the null, although in fact these two wavefronts (in $|J|$) correspond to current concentrations of opposite sign (in $J_z$), which demark strong field gradients at the ‘back end’ and ‘front end’ of the single...
The appearance of two strong bands in \( |\mathbf{J}| \). The ingoing pulse propagates along the ‘background’ field lines, and concentrates in a current tube centred on the spine. There is, however, no preferential attraction of the current to the null itself. It is interesting that even though the field structure is hyperbolic, the current localises very uniformly in \( z \), i.e. the wavefront is very close to vertical, as would be expected for an Alfvén wave. Note finally that in the last image there are some unavoidable reflections of the disturbance from the upper boundary back along the background field lines. We have checked that the boundaries play no significant role in the qualitative or quantitative evolution by repeating the simulation in a domain of dimensions \( 1.5 \times 1.5 \times 4.5 \) (which increases the perturbation travel time to and from the \( z \)-boundaries to greater than 4 in code units).

Further insight may be gained by examining the evolution of the different components of the current. The maximum value of each component is plotted in Figure 3(b) (we take the maximum within the region \( \pm 0.25, \pm 0.25, \pm 0.42 \) in each direction to exclude boundary effects). The figure shows that as the current localises towards the spine, it is \( J_z \), i.e. the current parallel to the spine, which is significantly amplified, while \( J_x \) and \( J_y \) are not. This is to be expected, as it is \( dx \) and \( dy \) which are decreasing as the disturbance is squeezed in towards the spine. The current eventually reaches a maximum as it localises. This is due to a combination of the finite numerical resolution and the imposed resistivity model. For constant \( \eta \), increasing the numerical resolution \( (N) \) will eventually result in a behaviour of the solution that is independent of \( N \). On the other hand, the current in the hyper-resistive case will continue to increase with \( N \), with the physical structure having a length scale comparable to the numerical resolution. This can be seen by examining the growth of the dominant \( (z) \) component of \( \mathbf{J} \) for a run with double the resolution, shown by the dot-dashed line in Figure 3(b). The early evolution is very similar, though a higher current peak is eventually achieved after a longer period of localisation.

In a truly ideal evolution, it is expected that the current would increase indefinitely in time, although more and more of the energy associated with the disturbance would ‘escape’ down the spine [c.f. 20]. However, in a true physical case, no matter how small the resistivity, it will always become important eventually, once the current becomes sufficiently intense, and as a result some energy can be dissipated. This will occur all along the spine.

One very interesting question is how the maximum current depends on the resistivity. It is impossible here for us to use realistic resistive parameters appropriate for, e.g. the Solar corona, where the resistivity is typically of the order \( 10^{-14} \). One crucial feature of any reconnection model is therefore whether the reconnection rate scales as some negative power of \( \eta \) — if so then it will typically correspond to ‘slow’ reconnective behaviour in a realistic plasma. It is our intention to investigate this dependence in a subsequent paper in this series. It has furthermore been demonstrated [7, 22] that the plasma pressure (i.e. the value of the plasma-\( \beta \)) can have a profound effect on current scalings at 2D and 3D null points. This will also be investigated further in a later paper.

At a first glance, the type of tubular current structure described above is reminiscent of those found in the incompressible ‘spine reconnection’ solutions first described by [5] (in their case there exist two tubes in close proximity due to the assumed symmetry). In a general incompressible time-dependent case, a single tube of current is stretched out along the spine of the null, with the current being purely azimuthal within the tube (that is, directed parallel to the fan plane), rather than axial [23]. This is clearly rather different from the situation we have here, where the current is very close to being parallel to the spine. In addition, the incompressible spine reconnection solutions are associated with reconnection of field lines across the spine and fan (advection across the fan and diffusion across the spine), which we shall see below does not occur here.

One final important characteristic of the current evolution observed in our simulation is a non-linear coupling which may occur when the perturbation magnetic field is strong compared with the background field. As observed by [12], the main Alfvénic disturbance may also couple to a fast-mode wave which is attracted to the null point itself. This is, however, a fairly weak effect. [12] found that the coupling only existed in cases where the boundary driving was ramped sharply up from zero, and similarly we find that the strength of (and gradients in) the disturbance field must be very strong in order that the effect can be seen at all.

B. Plasma flow and field line behaviour

An examination of the plasma flow induced by the perturbation is of interest in itself, as well as in helping to determine what type of reconnective behaviour might result once a current sheet forms. It is perhaps not surprising that the rotational perturbation induces rotational plasma flows centred on the spine, in the \( xy \)-plane, as shown in Figure 4(a). The rotation is present within the ‘envelope’ of magnetic flux which was magnetically connected to the initial perturbation. Importantly, there is no plasma flow across either the spine or fan of the null. In fact, the direction of the plasma rotation in Figure 4(a) is somewhat complicated by reflections from the \( z \)-boundaries. Initially, the ingoing pulse generates clockwise flow (viewed from the \( z \)-boundaries) and the outgoing pulse anti-clockwise. In addition, once the ingoing pulse is reflected off the \( z \)-boundaries, it generates an additional region of anti-clockwise flow, which propagates in the negative \( z \)-direction. This occurs first at large radius within the flux envelope since this is where
FIG. 4: Plasma flow in the plane $z \approx 0.05$, showing rotation centred on the spine (centre), for perturbations (a) rotation in the fan and (b) rotation about the spine. Pattern in other planes $z = z_0$ is similar, with only the $r$-localisation varying due to the hyperbolic nature of the flux envelope affected by the perturbation. The background shading shows the current modulus in the same plane in each case. Each image is at the time of maximum current, and the parameters are as in Figure 3 for (a), and for (b) $B_0 = 1, b_0 = \pm 0.1, \zeta_0 = \pm 0.2, \beta = 0.01, a_h = 0.06, b_h = 0.06, \eta = \eta_h$.

As a result of this plasma flow, it seems unlikely that any reconnection involves field lines being advected across the separatrices, but rather a rotational mismatching would be expected. This is predicted by kinematic studies [25] when the current is parallel to the spine of the null point. As shown in Figure 5, this is indeed the case. The plotted field lines are traced from two sets of trace-particles, which are initially connected (see Figure 5(a)). The first set of particles (from which the grey (blue online) field lines are traced) remain approximately in the ideal region, i.e. they are located far away from the null (near the fan plane) where currents remain weak. These field lines therefore show approximately the ideal behaviour, which is followed everywhere except close to the spine. (When the field lines pass close to the spine in the figure it is not possible to see the individual lines, due to the converging field structure.) The other set of particles is located close to the spine, such that they are eventually engulfed by the localising current. It can be seen that the corresponding field lines (black, red online) continually change their connections [see 26] in a rotational fashion as the current localises. Note that in the simulation pictured, a higher value of $b_0$, and a constant resistivity ($\eta = 0.002$, implying a Lundquist number of order 500) have been used for illustrative purposes, since the diffusive region is larger for constant $\eta$ than with the hyper-resistivity, and the effect of the diffusion is therefore easier to visualise.

### C. Parallel electric field

It is well-known that a crucial indicator of 3D magnetic reconnection is the presence of an electric field component parallel to the magnetic field, $E_\parallel$ [e.g. 30]. Examining an isosurface of $E_\parallel$, it is clear that non-ideal effects become important basically uniformly all along the spine (see Figure 6; taken a little before current maximum to limit appearance of boundary effects). Thus the reconnection seems to be associated with a spatially diffuse (at least in one dimension) region.

[24] showed that in the case of an isolated 3D null with current parallel to the spine, the rate of rotational flux mis-matching can be quantified by calculating the integrated parallel electric field (from one end of the diffusion region to the other) along the spine of the null (see also [15]). Care must be taken, however, in comparing our simulations with this kinematic result. The principal reason for this is that the result relies upon the assumption that the diffusion region is bounded in $z$, encompassing the null. Nonetheless, we find that $\Phi_s = \int E_\parallel$ (along the whole length of the spine within the domain) does indeed show a clear peak in time, indicating a maximum in the reconnection rate at the null, which occurs once the perturbation reaches the spine. That is, when the field gradients built up sufficiently that the current sheet begins to diffuse onto the spine, a parallel electric field can be seen to develop along it (see Figure 3). While the numbers we obtain here (Figure 3(b)) for $E_\parallel$ are dependent on the resistivity model and/or value, the qualitative behaviour is not.

It is interesting to observe the close temporal correlation between the peak reconnection rate ($\Phi_s$) at the
null and the peak current. As mentioned previously, in the ideal limit we would expect $J$ to grow indefinitely, due to the structure of the magnetic field in the vicinity of the null. Thus a current peak is also an indication (for our transient perturbations) that non-ideal processes have become important, allowing the stress in the field (here twist) to begin to significantly dissipate. With this type of perturbation, $E_\parallel$ will also increase as the pulse approaches the spine due to the geometry of the magnetic field, which becomes increasingly $B_z$-dominated as one approaches the spine line (at a given height, $z$).

IV. ROTATION ABOUT THE SPINE

For a rotation about the spine we may take a perturbation magnetic field of similar form to that used in the previous section. However, here we take $\zeta_0$ non-zero and $R_{10}$ to be zero. For perturbation above and below the fan plane, we superpose two disturbances of this form, with $\zeta_0$ of opposite signs (Figures 1(c) and 2(c)). Whether the rotation is in the same or opposite sense on either side of the fan is determined by the relative signs of $b_0$. We take $B_0 = 1$, $b_0 = \pm 0.1$, $\beta = 0.01$, $\zeta_0 = \pm 0.2$, $a_h = b_h = 0.06$. A thorough examination of the development of these types of perturbations has been carried out in a similar simulation, described by [12]. The one major difference between the two simulations is that they applied a driving velocity at the (line-tied) boundaries, whereas we perturb the magnetic field within the domain. We therefore only summarise the results here.

This time, as the perturbation evolves, it generates a current which spreads out in the fan plane as it approaches the null (see Figure 7(a)). However, the most important aspect of the current development is that there is once again no tendency for a focusing of the localisation towards the null itself. Regardless of whether the rotation has the same or opposite sense, there are inward and outward propagating disturbances, and in the ingoing disturbance $J_{xy}$ is amplified (Figure 7(b,d)). The outgoing pulse, which localises towards the spine in the
same way as was seen in Section III, shows a growth of \( J_f \) (Figure 7(c)). However, this time that current never reaches the null since the fan is not perturbed. There is also a relatively weak pulse of \( J_r \) which does propagate towards the fan plane and null (7(c)), as seen by [29], however, this is dominated by the strong \( J_{xy} \) further out in the fan.

The fact that different current components are magnified in the ingoing and outgoing pulses is likely just a result of the geometry of the background field. In particular, moving inwards from a given point on the spine, \( d/dx, d/dy \) decrease, while \( d/dz \) increases sharply as the fan is approached. Thus the current maximum occurs as the ingoing pulse steepens towards the fan. If the resistivity were zero, a fan current sheet (with infinite current density but of zero thickness) would be asymptotically approached. However, in our simulation, sufficiently steep gradients develop before the disturbances reach the fan, such that diffusion becomes important. This is one difference between our simulation and the driven case of [12], where the continual twisting at the boundaries drove the current right into the fan plane.

The plasma flow in this case is, as expected, of a rotational nature, with similar form to that found for rotation in the fan plane (and sense of rotation governed by the initial condition). A plot of the plasma velocity in the \( xy \)-plane demonstrating this is shown in Figure 4(b). Furthermore, the field line behaviour is found to be very similar to that shown in Figure 5.

As the disturbances here travel basically along \( B \) and there is no flow and no magnetic connection between the two sides of the fan plane \((z > 0, z < 0)\), there is essentially no difference for the case where the driving has the same sign on each side of the fan, except the sense of rotation. In addition, since the current is not driven right into the fan as in [12], there is no issue of the currents reinforcing or cancelling there as they found.

**V. SHEAR OF THE FAN PLANE**

The behaviour of shearing-type perturbations is very different to rotational ones. We first consider the case of a shear of the fan plane. The perturbation again takes the form described by Equation (7), where this time \( \{b_i, b_j\} = \{b_x, b_z\} \) and \( \zeta = y \). In addition we take \( R_1 = \sqrt{(x-x_0)^2 + z^2} \), \( \theta_1 = \tan^{-1} \left( \frac{z}{x-x_0} \right) \) and \( R_{10} = \zeta_0 = 0 \). This corresponds to a linear tube (of finite length) of azimuthal magnetic flux, whose axis lies along \( x = x_0, z = 0 \). We superimpose two such perturbations on our background null, with opposite signs of \( x_0 \), as shown in Figure 1(b). The effect on the fan field lines is as if they have been ‘plucked’, in one direction in some region of the fan, and in the opposite direction in an opposite region (Figure 2(b)). We take (except where stated) \( B_0 = 1, b_0 = 0.1, \beta = 0.01, x_0 = \pm 0.16, a_h = 0.06, b_h = 0.2 \).

**FIG. 7:** For a rotation about the spine of opposite sense above and below the fan; (a) shaded images showing \( |J| \) in the \( y = 0 \) plane, for \([x,z] = [\pm 0.45, \pm 0.45]\), at times shown by the asterisks in (d) \((t = 0, 0.45, 0.9, 1.35)\). (b) \( J_x \) and (c) \( J_y \) at \( t = 1.35 \) (time of maximum current). (d) Evolution of the maximum values of each current component in the inner half (in each direction) of the domain: \( J_x \) dotted, \( J_y \) dashed, \( J_z \) solid line. For domain size \( 1.5 \times 1.5 \times 1.5 \) and parameters as in Figure 4(b).

**A. Current and plasma flow**

The crucial characteristic of the current development for a shear of the fan is that, while the disturbance propagates to some extent along the background field lines, there is additionally a strong focusing of the current (across the field) towards the null point itself (see Figure 8(a)). Note that again there is a fair degree of
structure to the localising current. This is because the disturbance was initiated by a divergence-free magnetic disturbance, in the form of a tube of magnetic field (see Figure 1(b)). Thus in fact three current concentrations, demarking field gradients at the front, middle and back end of the pulse are present. The components at the front and back end are necessarily of opposite sign (in $J_y$) to the strongest concentration in the middle, and the gradients of course go through zero between these regions, hence the appearance of three ‘pulses’ in $|J|$.

While the two outer regions initially join up to encircle the inner concentration, this appearance is eventually lost due to the stretching of the structure in $z$.

It is evident from Figure 8(b) that the disturbance which focuses towards the null point is dominated by $J_y$, that is, the current orthogonal to the plane of the shear. Once again it is the resistivity which limits the growth of the current. In an ideal situation we would expect the current to continue to grow indefinitely, focusing at the null, where a good portion of the energy of the disturbance would be deposited, once resistive effects eventually become important.

As an explicit demonstration of the effect of our hyper-resistivity model, we re-run the simulation with $\eta$ constant, taking $\eta = 5 \times 10^{-5}$ (in order to resolve all structures sufficiently). We find that the diffusion causes the peak current to be much lower, and occur much earlier when the perturbation is far less localised (see the dot-dashed line in Figure 8(b)). Qualitatively the current structure behaves very similarly—the same images as in Figure 8(a) look almost identical (when scaled by their individual maxima), except that in the final image (now long after current maximum), the current is not so strongly peaked near $z = 0$ as much of the perturbation has diffused away.

The presence of strong current at the null point directed parallel to the fan is expected to indicate the presence of more traditional reconnection-type flows. In the simplified kinematic model of [25], a stagnation-point flow, centred on the null, is present in the plane perpendicular to the shear. This flow transports magnetic flux across the spine and fan. Similarly here, at the time of maximum current (see Figure 9(a)), we indeed find strong plasma flow across the fan plane (originally $z = 0$), concentrated around the areas of maximum current. Away from the current concentrations as well, there is flow across the original locations of the spine and fan. However, it is not straightforward to determine whether magnetic reconnection is occurring at the null. This is because the flow may act to transport magnetic flux across the fan plane (magnetic reconnection), or it may simply act to advect the spine and fan in an ideal sense. It is therefore again of interest to examine the development of $E_\parallel$.

### B. $E_\parallel$ and reconnection behaviour

The presence of a parallel electric field denotes a breakdown of ideal behaviour, and so is crucial in determining whether magnetic reconnection occurs. We expect $E_\parallel$ to be greatest in regions of high current, where the field lines lie in the direction of the current (since $E_\parallel = \eta J_\parallel$). Examining an isosurface of $E_\parallel$ at current maximum (Figure 10), we see that in fact the highest concentrations are located (as expected) at regions of strong $J$, a little way from the $y$-axis (due to the structure of the initial disturbance). The most striking thing we see from Figure 10 is that in this case the regions in which $E_\parallel$ develops are
FIG. 9: (a) The plane $y = 0$, perpendicular to the shear, at time of maximum current ($t = 2.45$), for a shear of the fan. The arrows show the plasma flow, and the background shading the current modulus. Parameters as in Figure 8. (b) As (a), but for spine shear run ($t = 1.23$), for domain size $1.5 \times 1.5 \times 1.5$ and parameters $B_0 = 1, b_0 = 0.1, z_0 = \pm 0.2, \beta = 0.01, a_h = 0.05, b_h = 0.05, \eta = \eta_h$.

is taken from one side of the diffusion region (assumed spatially localised at the null) to the other [25]. Thus, a non-zero value for $\Phi_f = \int E_\parallel ds$ along a fan field line threading the diffusion region implies that magnetic flux is transferred across the separatrix (fan) plane, even in the ideal region, and thus demonstrates that reconnection is occurring at the null. Performing such an integration, $\Phi_f = \int_{z=0} E_\parallel ds$, we find a parallel electric field does indeed develop, a strong indicator that some reconnective process is taking place. Note that here again the peaks of $\Phi_f$ and $J_{\text{max}}$ are closely correlated.

In fact, when $\Phi_f$ reaches its temporal maximum, the spatial maximum of $E_\parallel$ is still some distance from the $y$-axis (see Figure 10). In the fan plane, the maxima actually occur on field lines which lie approximately along $x = \pm y$. The reason for this is as follows. The electric field, like $J$, is directed largely in the $\hat{y}$ direction perpendicular to the shear, and is uni-directional through the null. Thus $E_\parallel \approx 0$ on the $x$-axis, and $E_\parallel > 0$ for $y > 0$, $E_\parallel < 0$ for $y < 0$ (see Figure 10(b)). If the per-
turbation were to extend azimuthally around the entire fan plane, we would expect the maximum and minimum of $E_{ij}$ to be on the $y$-axis. Such an azimuthally symmetric perturbation could be envisaged by considering a field localised within the torus of Figure 1(a) which is purely poloidal rather than toroidal, and which has a $\cos(\theta)$ multiplying factor (where $\theta = \tan^{-1}(y/x)$). However, since the chosen shear has a finite azimuthal extent, maxima and minima of $E_{ij}$ are found off the $y$-axis. Therefore, by comparison with [25], we expect a better measure of the rate of flux transfer across the fan to be given by $\Phi_f = \int_{z=fan} E_{ij} ds$, by symmetry, giving the maximal value of $\Phi_f$. This quantity shows a similar qualitative evolution to that of $\Phi_f$ plotted in Figure 8(b).

The nature of the magnetic reconnection associated with $E_{ij}$ can again be examined by tracing field lines from trace particles which are initially magnetically connected. A typical evolution for an appropriately chosen set of field lines is shown in Figure 11. It is clear that the chosen plasma elements change their connections in such a way as to suggest a transport of magnetic flux across both the spine and fan of the null. Specifically, grey field lines (green online, traced from ‘non-ideal’ footpoints located near the fan plane, between the initial perturbation and the null) are transported across the fan plane (from above to below), whereas black field lines (red online, traced from ‘ideal’ plasma elements located far up the spine) are advected across the spine.

VI. SHEARING THE SPINE

To complete the picture we finally consider a perturbation which shears the spine of the null point. The disturbance takes the form given by Equation (7), with $\{b_1, b_2\} = \{b_x, b_z\}$, $\zeta = y$, $R_1 = \sqrt{x^2 + (z - z_0)^2}$, $\theta_1 = \tan^{-1}\left(\frac{z}{x} \right)$ and $R_{10} = \zeta_0 = 0$. Again two such disturbance fields are superimposed, with opposite signs of $z_0$ (see Figure 1(d)). The effect on the spine field line is as if it has been locally ‘plucked’, in opposite directions above and below the null (see Figure 2(d)). We take (except where stated) $B_0 = 1$, $b_0 = 0.1$, $\beta = 0.01$, $z_0 = \pm 0.2$, $a_{b_1} = b_{b_1} = 0.05$.

The resulting current evolution in the plane perpendicular to the shear is shown in Figure 12, from which it can be seen that the inward-propagating component of the disturbance is again attracted towards the null point, as in the case of a shear of the fan. Although both $J_x$ and $J_y$ are magnified during this localisation, in fact $\mathbf{J} = J_y$ at the null point itself. That is, the current which develops at the null is again parallel to the fan, perpendicular to the plane of shear.

As before, a plot of the plasma velocity in the plane perpendicular to the shear (see Figure 9(b)), suggests flow across the spine and fan, although again it is hard to say whether the flow actually crosses the spine and fan, or merely ideally advects them. In addition, there is also some complicated (and relatively strong) flow across the spine within the region of the localising current concentration.

Some representative field lines are plotted in Figure 13. Field lines traced from plasma elements initially located near the spine (black, green online) are transported back and forth across the spine, since these plasma elements are engulfed by the current concentration. The grey field lines (red online), however, are traced from plasma elements which stay forever in the ‘ideal’ region, far out along the fan plane, and are clearly advected across the separatrix surface. In fact, the behaviour of the null in response to the perturbation is similar to the case where the fan plane is sheared. In each case, the current is peaked at the null itself, and field lines reconnect in a manner similar to the traditional 2D picture, in the plane of the shear.

VII. SUMMARY

The behaviour of perturbations in the vicinity of a potential 3D magnetic null point has been investigated via resistive magnetohydrodynamic simulations. Disturbances which affect the null point must deform the field in the vicinity of either the spine or the fan of the null. A typical such disturbance may be constructed using a combination of shears and rotations, and hence we considered four basic possibilities—namely shear of the fan or spine, and rotation of the fan or about the spine. It should be pointed out that we consider a case with no initial ‘ideal’ field lines, that is there is no flow through our boundaries, and therefore we do not compare with strongly driven flux pile-up models.

We have found that rotational types of perturbations tend to lead to current accumulation in the vicinity of the field lines which asymptotically approach (or recede from) the null point, that is the spine and fan field lines. The disturbances behave in a way which is essentially Alfvénic, propagating along the background field lines. Thus, (apart from a weak non-linear wave-mode coupling) there is no preferential growth of current at the null point itself. Near the null, the current accumulates along the spine when the rotations disturb the fan plane, while rotations about the spine lead to currents in the location of the fan near the null. Such diffuse currents, extending along the separatrix surfaces, have been predicted in incompressible analytic models [5, 6], although the form we find for the current sheets is somewhat different. The plasma flows and field line reconnection associated with these currents is of a rotational nature, as predicted by [24].

By contrast, when the spine or fan of the null is subjected to a shearing perturbation, there is a strong current growth which is localised at the null point itself. This is achieved by propagation of the disturbance across the background magnetic field lines, suggesting that the dominant wave mode associated with the disturbance is a fast mode. This behaviour agrees with the results of...
FIG. 11: Evolution of two initially connected sets of field lines when the fan is sheared. One set are traced from plasma elements which remain always in the ideal region far up the spine (black, red online) and is advected across the spine. The other (grey, green online, traced from plasma elements initially within the black loop) are traced from plasma elements near the $z = 0$ plane and are transported across the fan. Parameters as in Figure 8, but $b_0 = 3, \eta$ constant = 0.002. The dashed field lines in the first image indicate the initial location of the spine and fan. Times for the images are $t = 0, 0.8, 1.6$.

[29], and is consistent also with the work of [22], who found singular current sheets to result at a 3D null point in an ideal line-tied relaxation when a shear was applied to spine or fan. The current which develops at the null is dominated by the component in the direction perpendicular to the plane of shear. The resulting plasma flow has a stagnation-point structure. It is in general very difficult to say from such simulations definitively that the plasma actually crosses the spine and fan. In the ideal region the flow advects field lines ideally, however it may still cross the spine or fan, if the spine and fan field lines change their identities (where now a field line is identified by plasma elements which lie on it in the ideal region) in time via magnetic reconnection (as in steady-state 2D reconnection). Despite this difficulty, by comparison with kinematic models [25], the non-zero integrated parallel electric field which develops along fan field lines is a strong indicator of flux transfer across at least the fan. The magnetic field line evolution shows a reconnection of field lines through/around the spine and across the fan plane, as in the ‘spine reconnection’ and ‘fan reconnection’ of [28]. The transport of magnetic flux across the fan plane is a particularly important property, as it is a separatrix surface of the magnetic field. The behaviour of shearing perturbations is further in agreement with the kinematic predictions of [25].

Finally, we investigated the existence and behaviour of parallel electric fields within the simulations. In each case investigated, in order to halt the indefinite growth of $J$, resistive effects become important, as evidenced by the development of $E_\parallel$. In the case of rotational perturbations, the spatial profile of $E_\parallel$ (as with $J$), is spread out either along the spine or the fan of the null. For shear perturbations, however, $E_\parallel$ tends to be strongly localised at the null point itself. Such parallel electric fields can be shown to give a physically meaningful measure of the reconnection rate at a 3D null [24, 25] (though direct analogy with these kinematic results is not completely straightforward here). Finally, the dependence of the behaviour of the system, and the scaling of the peak currents and reconnection rate, on resistivity, plasma-$\beta$ and the isotropy of the background null point are all important issues, as is the energetics of the reconnection process. These will be left for exploration in a future paper.
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FIG. 12: For a shear of the spine; (a) shaded images showing $\mathbf{J}$ in the $y = 0$ plane, for $[x, z] = [\pm 0.75, \pm 0.75]$, at times marked by asterisks in (b) ($t = 0.028, 0.76, 1.23$). (b) Evolution of the maximum values of each current component in the inner half (in each direction) of the domain: $J_x$ dotted, $J_y$ dashed, $J_z$ solid black line. Parameters as in Figure 9(b).
FIG. 13: For a shear of the spine, evolution of field lines traced from plasma elements near the spine (black, green online, ‘non-ideal’, traced from plasma elements initially located within the black ring in the first image) and near the fan (grey, red online, ‘ideal’). Parameters as in Figure 9(b), except that $b_0 = 3, \eta = 0.002$ constant. Images are at times $t = 0, 0.25, 0.7$.